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Abstract

In this senior design project, we solve part of the problem of teaching common speech to second language English learners by focusing on idioms. We chose to focus on idioms because their figurative nature make them difficult to understand to second language learners, as their meanings can not be deciphered though a literal translation. Thus in order to understand idioms, the user must have prior knowledge of their meanings and their appropriate usage. It is difficult to learn more idioms through existing tools, such as an idiom dictionary. Dictionaries are only useful if the user knows what idiom they are looking for, as they are only searchable by idiom. However, this does nothing to help the user learn new idioms. We plan to incorporate this idea of an idiom dictionary, but alter it to allow users to expand their knowledge of idioms and appropriate usage.

There are two main aspects to our project. The first is a browser of idioms and definitions, much like existing dictionaries. However, the system also returns example paragraphs found in the New York Times. By reading the idioms in context, the user will learn more about appropriate idiom usage. This is much better than existing dictionaries that only show one example sentence, where one sentence may not be sufficient for complete comprehension. The second aspect is the main differentiating factor in our approach - the focus on keywords in definitions. Through various algorithms, we derived a list of keywords for each idiom based on the definition. When a second language learner has an idea on what he would like to say, this sort of approach is very helpful in finding creative ways of saying it. Using keywords to organize the idioms allows us to present the data in a way that is more suitable for learning. By viewing sets of related idioms at a time, the student would be able to understand the concepts and learn more at once. The system eliminates the need for a teacher and allows this to be a stand alone tool to teach this specific aspect of English. Our system is a teacher and has a better dictionary than current solutions, which makes it the perfect teaching aid for a second language English learner.
1. Related Work

Most English learning aides focus on proper grammar and syntax. However, a few attempt to teach colloquial style English.

1.1 Collocations

One system automatically assists second language learners with correct collocations (Chang et al., 2008), which helps improve colloquial English. The system takes in a written sample, checks a reference corpus for any matching collocation patterns, and gives suggestions of collocation usage. Although the system's process is similar to our design, it only focuses on verb-noun collocations. Additionally, the system was specifically designed to match between Chinese and English only. Our system differs in that it is designed to improve proper usage of idiomatic expressions and designed for second language learners of any first language background.

1.2 Error correction and examples

Another system uses the web for error correction (Gamon et al., 2008). This system is based on transcribed speech. The suggestion provider captures the potential error in the input sentence, while the example provider queries the web for example sentences. However, there has been no study on the usefulness or correctness of these example sentences. Our system queries articles from the New York Times, a valid source of data that is grammatically correct and of appropriate difficulty level, rather than random data from the internet in order to provide useful example sentences to the user.

1.3 Idiom dictionaries

Online idiom dictionaries provide idioms and their definition and example sentence, such as English Club Idioms Dictionary and The Free Idioms Dictionary. These are only searchable by idioms. If a user wants to learn new idioms, typing in a keyword will only return an idiom containing the keyword, which most likely has no relation to its definition. Our system makes idioms searchable by meaning, which is much more helpful in teaching the user exactly what he is intending to say.

Another online tool, English Daily, attempts to teach users idioms. This site embeds the idiom and
the definition in a 3-5 sentence example. This site has a similar approach as ours in terms of providing examples to teach proper usage and assist in comprehension. However, there are only a select number of idioms provided (44). Our system covers more than 700 idioms and teaches users a much wider range of idioms.

2. Technical Approach

2.1 System overview

Our system performs two main functions. The first function allows users to search for idioms based on their meanings. Extensive experimentation was done through two types of keyword algorithms to define the best keywords for idioms. The second function allows the user to browse through idioms alphabetically and see multiple examples from the NY Times. These two functions help the user to understand idioms and how they should be used, and shows how they are different from formal English.

The combination of keyword searching and browsing allows for better learning than current systems such as the The Free Online Dictionary, which has just an alphabetized browser. While exploring the site, we discovered that this was problematic, as sometimes one idiom may begin with more than one word, for example “its raining cats and dogs,” and “raining cats and dogs.” Users may only think to search one form of such an idiom, and thus have a hard time finding it. This is alleviated through the keyword search as it is based on the meaning which remains the same between variations of an idiom, while the browser still allows the user to come across idioms that she may not have thought to search for.

We used java for all of our programs, since classes and inheritance help a lot with our search programs. We built and ran everything on our home Linux machines, as this allowed us to freely use open source software such as Wget, which was used to compile data from the internet, and the Netbeans IDE, which was used to create the GUI.

2.2 Browsing

Through the browser, the user can browse through a list of idioms, organized alphabetically by the first word in the idiom. Doing this allows the user to browse through many idioms as an alternative to a
very focused search. This component provides the best context for each idiom in the dictionary as the user is able to see many examples of its use in paragraphs from the NY Times corpus while browsing.

This component also has a “suggest an idiom” section, which allows the user to suggest keywords which they believe best exemplify the idiom which is currently displayed. This allows the system to pick up on synonyms of current words, or some good keywords which may have been missed by both the keyword finding algorithms. The newly suggested keywords are stored in a separate file, and are ranked higher than the keywords found by the tf-idf banking or log likelihood ratios. This was done in order to rank future search results such that idioms that corresponded to the suggested keywords are displayed before those that corresponded just with the keywords found from our algorithms. This is very important, because it allows the system to “learn” and improve. Since it is easier to trust human interpretation rather than computer interpretation, suggestions allow the system to collect keywords that are potentially more useful for learners of English as a second language. Comparisons can also be made as to how suggestions differ from keywords from native English speakers.

2.3 GUI

We created our user interface using the Netbeans IDE GUI builder. We selected this tool because it is open source, has a lot of documentation on usage, and is very similar to the C# GUI builder, which Fey is somewhat familiar with. The GUI is a very important part of our system, because it is what pulls all of the pieces of our project together into a single, compact, easy to use program. Fig. 1 illustrates how the system works.
Figure 1: System overview

The left panel of the system is the keyword search section. Here, a user types in keywords and if those keywords are in any of the two keyword files, then the idioms, along with their definitions, are printed in the box directly below the search box. If the keyword was ever suggested by the user, the idiom for which it was suggested for is displayed before other related idioms.

On the browser half of the system, the user can select a letter in the alphabet to browse through idioms beginning with that letter. The idioms and their definitions are displayed one by one in one box as well. Both sections of the system have an examples box where the top ten examples from the NY Times corpus, providing contextual examples, of each idiom are displayed. There is also a text box here, wherein a user can suggest a keyword for the idiom currently being displayed, and have that keyword added to the keyword list.
2.4 Finding Keywords

Two algorithms were used to define keywords for each idiom: log likelihood and term frequency – inverse document frequency (tf-idf). Log likelihood (Lin and Hovy, 2000) is a method that finds topic signature terms based on a collection of data. For our purposes, the algorithm was used on both the definitions and the example paragraphs to see which produced the best keywords. The second algorithm, tf-idf (Salton and Buckley, 1988), was also ran on both the definitions and examples.

2.4.1 Log likelihood of definitions

Let T be the definition of the idiom. Let NT be the collection of all definitions. Let t be a term. Then we define two hypotheses:

H1: \( P(t \mid T) = P(t \mid NT) = p \), t is not a descriptive term

H2: \( P(t \mid T) = p_1 \) and \( P(t \mid NT) = p_2 \) and \( p_1 > p_2 \), t is a descriptive term

\[
x = \frac{\text{likelihood of the data given } H_1}{\text{likelihood of the data given } H_2} = \frac{b(c_t, N, p)}{b(c_T, N_T, p_1) \times b(c_{NT}, N_{NT}, p_2)}
\]

where \( b(k, N, p) \) is the binomial distribution, or probability of observing term t appearing k times in N trials. Here, \( c_t \), is the times t appears in the entire corpus, \( c_T \) is the times t occurs in T, \( c_{NT} \) is the times t occurs in NT, N is the number of words in the entire corpus, \( N_T \), is the number of words in T, and \( N_{NT} \) is the number of words in NT.

Terms for which \( -2\log(x) > 5 \) were considered “topic signature terms.” Those with the top 10 values were used as keywords.

2.4.2 Log likelihood of examples

Let T be the paragraph examples for the idiom. Let NT be the entire NY Times corpus. Let t be a term. Use the same hypothesis and likelihood equation as was used for definitions, except that terms for which \( -2\log(x) > 10 \) were considered “topic signature terms” and top 10 were used as keywords.

2.4.3 Tf-idf Ranking Scheme

The second algorithm, the tf-idf ranking scheme, ranks words found in a document, or in this case, an idiom, relative to both its frequency in the idiom and the inverse of its frequency in other idioms, to produce term ranks which define how related the term is to a certain idiom. That is.
Term frequency (tf):
= number of times the term appears in the idiom and its definition.

Inverse document frequency (idf):
= \log (\text{number of idioms containing the keyword}/\text{total number of idioms in the dictionary})

Tf-idf Rank:
= \text{term frequency (tf)} \times \text{inverse document frequency (idf)}

This algorithm was run over our final dictionary of over 700 idioms to produce a set of keywords for each idiom. We then wrote a program to extract the five highest ranked keywords from the keyword list, and associate them with the idiom. In our initial trial, we included the idiom, definition and example in the “document” used to determine the idf, but later revised this to only take the idiom and definition into account. This worked because the examples always contained the idiom, which caused the words in the idiom to be ranked too high and because most other words in the example were very situational and did not relate very much to the meaning of the idiom.

We altered the tf-idf ranking scheme to be used over the collection of articles from the NY Times so that we could compare the results with the log likelihood algorithm, and determine which was better. By manual inspection, as show in Table 1, of the keywords returned by each method, we determined that the log likelihood algorithm produced the best keywords. However, this algorithm could not produce keywords for every example (because the definitions were too short) so our final system uses log likelihood keywords when they exist, otherwise it uses the keywords produced by the tf-idf ranking scheme, the second best method.
Table 1. Percentage of good keywords by algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>tfidf - definitions</th>
<th>tfidf - examples</th>
<th>log lik - definitions</th>
<th>log lik - examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIXED</td>
<td>40</td>
<td>10</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>once in a blue moon</td>
<td>40</td>
<td>0</td>
<td>33</td>
<td>0</td>
</tr>
<tr>
<td>ignorance is bliss</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>young blood</td>
<td>20</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>like a fish out of water</td>
<td>20</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>a ballpark estimate</td>
<td>20</td>
<td>10</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>fresh as a daisy</td>
<td>20</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>agree to disagree</td>
<td>80</td>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>more than meets the eye</td>
<td>40</td>
<td>0</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>forty winks</td>
<td>80</td>
<td>10</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>beat around the bush</td>
<td>20</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>NON-FIXED</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>draw a blank</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>give the green light</td>
<td>20</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>jump for joy</td>
<td>80</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>hold the fort</td>
<td>80</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>give it a whirl</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>know the ropes</td>
<td>80</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>keep your word</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>hold your head high</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>bite your tongue</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>give it your all</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>34</td>
<td>2.5</td>
<td>48.68</td>
<td>3</td>
</tr>
</tbody>
</table>

2.5 Data Collection and Management and example extraction

Our final dictionary of idioms, definitions and examples was collected from three online idioms dictionaries. We used the Wget program to download the data from the sites and then used regular expressions to parse through the html tags and reveal the main text. We did the majority of our initial research about idioms on the Free Online Dictionary (idioms.freedictionary.com) and found the most exhaustive list of idioms there, but had many issues when trying to download information from the site, since the webmaster forbade the use of wget on the site and eventually locked us out. The two dictionaries used for the final dictionary were The English Club Idioms Dictionary, and the Idiom Connection. Since the largest of these dictionaries, the English Club Idioms Dictionary, did not provide examples of the idioms, we derived examples of those idioms in use from the NY Times corpus.

Finding relevant examples was also a critical aspect to our system. In order to find useful examples, a corpus of over 1 million New York Times articles (1987-2007) was scanned. All files had to be
converted from xml to txt files first. Do to the large size of our database, in order to extract examples, Apache Lucene, a text search engine written in Java, was used to search for each idiom in the corpus of articles. Once a list of articles containing each idiom was obtained, the paragraph in which the idiom appeared was extracted. As the rest of the article is irrelevant for an example or keyword searching, only the paragraph was used in future algorithms. Additionally, a previously proposed idea was the use of multiple choice questions, or cloze items, to test the user’s knowledge of an idiom. We did not include this feature because a larger focus on using examples and meanings increased the user’s ability to learn, while cloze items simply increase the ability of an instructor to evaluate how much the student learned. We no longer want the system to be a teaching aid for English classes, but rather a reference tool for learners of English as a second language. Using New York Times examples gives the user relevant and modern examples to learn from.

3. Conclusion

We were successful in creating a system which is conducive to learning new idioms. We successfully acquired, organized and manipulated data from current idiom dictionaries to provide a way for learners of English as a second language to search for idioms of based on their meanings, get the necessary context to understand new idioms and to suggest new keywords for idioms whose definitions/keywords were confusing. During this process, we were able to apply NLP techniques of log likelihood and tf-idf to aid in our keyword discovery. We discovered that the tf-idf ranking scheme did not produce as favorable results as the log likelihood ratio algorithm did. We also found that these algorithms produced far worse results when run over data which included context and examples, rather than data including just the idioms and their meanings. We can conclude that the context surrounding the idioms do little to help define it in terms of automatic parsing.

As for future work, since we already created an easy to use interface and frame, developers with more robust searching or keyword discovery algorithms can build upon it to create even better solutions. For example, improvement on the keyword selection process, which we did not have time to do, could be
achieved by incorporating a thesaurus to find the synonyms of each keyword, then adding them to the keyword list, to make it more robust and exhaustive. We were successful in achieving the majority of our goals for the Computer Aided Colloquial Language Learning System.
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