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Abstract—A general framework is developed for multi-source cooperation (MSC) protocols to improve diversity and spectral efficiency relative to repetition based alternatives that rely on single-source cooperation. The novel protocols are flexible to balance tradeoffs among diversity, spectral efficiency and decoding-complexity. Users are grouped in clusters and follow a two-phase MSC protocol which involves time division multiple access (TDMA) to separate users within a cluster, and code division multiple access (CDMA) used to separate clusters. An attractive protocol under the general MSC framework relies on distributed complex field coding (DCFC) to enable diversity order equal to the number of users per cluster. Cluster separation based on orthonormal spreading sequences leads to spectral efficiency 1/2. When the number of clusters exceeds the amount of spreading, spectral efficiency can be enhanced without sacrificing diversity, at the expense of controllable increase in complexity. Simulations corroborate our analytical claims.

Index Terms—

I. INTRODUCTION

In wireless communications, "good performance" at the physical layer is quantified by low error rate, high spectral efficiency and low complexity. On the other hand, multiplicative fading induced by the propagation environment and additive noise effects at the receiving end, render it impossible to optimize one metric without sacrificing the others. A universal system design should, therefore, be flexible to tradeoff among error performance, spectral efficiency and complexity.

Error probability over wireless Rayleigh fading channels is inversely proportional to the link signal-to-noise ratio (SNR), i.e., $P_e \propto \gamma^{-1}$; that is to be contrasted with additive white Gaussian noise (AWGN) channels where the same dependence is exponential, i.e., $P_e \propto e^{-\gamma^2}$. This gap is closed with diversity techniques whereby non-redundant copies of the information bearing signal are coherently combined at the receiver. A pertinent definition when analyzing diversity enabling protocols is the diversity order

$$\eta := \lim_{\gamma \to \infty} \frac{\log[P_e(\gamma)]}{\log(\gamma)}, \tag{1}$$

Cooperative diversity is a recently introduced fading countermeasure in which single-antenna terminals cooperate to effect a virtual distributed antenna array. Early cooperative approaches were mainly based on distributed repetition coding according to which cooperating users repeat or re-encode the information bearing message received from a single source to the destination by either amplifying-and-forwarding or regenerating operations [5], [11], [13], [14]. Unfortunately, the resultant increase in diversity comes at the price of spectral efficiency loss. This loss can be mitigated with the use of distributed space-time codes [6]. Additional spectral efficiency enhancements are also possible through pseudo-noise or multi-code spreading sequences [11]. However, in all these protocols, one cooperating user is typically limited to serve as relay of a single source only, even in the multi-source scenarios of [11] and [6].

A novel, so called multi-source cooperation (MSC) approach relying on joint coding of multiple sources was introduced in [15] to improve bandwidth efficiency and diversity order. A two-phase MSC system with distributed convolutional coding (DCC) was reported in [17], along with a simple design of interleavers to maximize the diversity order of simple error events. A distributed trellis coded modulation (DTCM) based MSC system approaching the bandwidth efficiency of a non-cooperative time division multiple access (TDMA) system was developed in [16]. Assuming slow block fading Rayleigh channels with binary transmission, the maximum achievable diversity order effected by error control coding (ECC) in MSC networks with $K$ users is $\eta = \min(d_{\min}, \lfloor 1 + K(1 - R_e) \rfloor)$, where $d_{\min}$ and $R_e$ denote respectively the minimum (free) distance and the ECC rate [16], [17].

However, viewing $K$ transmitting users as a virtual antenna array suggests that the attainable diversity order could be as high as $K$. Clearly, if $R_e > 1/K$, then MSC with ECC cannot achieve this maximum diversity order. This is actually inherent to the diversity properties of ECC. On the other hand, complex field coding (CFC) applied to co-located ($N_t, N_r$) multi-antenna systems is known to achieve transmission rate of $N_t$ symbols per channel use with diversity order as high as the product of the number of transmit-receive antennas, i.e., $\eta_{\text{max}} = N_t N_r$ [7], [19]. This motivates adoption of distributed CFC (DCFC) in MSC networks to effect diversity order equal to the number of cooperating users $K$.

This paper introduces a general MSC framework with full-diversity, flexible spectral efficiency and controllable decoding complexity. Users are grouped in clusters that are separated with code division multiple access (CDMA). Within each cluster users cooperate to reach the access point (AP), imple-
menting MSC according to a two-phase TDMA protocol (Section II). The first contribution of the present work is to show that the diversity order of MSC over fading channels coincides with the diversity order when the links between cooperating users are error-free (Section II-A). As the latter can be thought of as a single user transmission over multiple input - single output (MISO) channels, two implications of this result are: i) the diversity order of repetition coding is \( \eta_{BC} = 2 \); and ii) the maximum diversity order of distributed ECC is \( \eta_{DECC} = \min(d_{\text{min}}, [1 + K(1 - R_v)]) \). The second contribution of this paper is to establish that DCFC-based MSC enables diversity order equal to the number of users, \( \eta_{DCFC} = K \) (Section II-B). We further address cluster separation and demonstrate that when the number of clusters is larger than the spreading gain, flexible MSC protocols emerge trading off spectral efficiency, error performance and complexity (Section III). While coding gain is affected in this under-spread case the diversity order is not, thus enabling MSC protocols to achieve full diversity at maximum spectral-efficiency equal to that of non-cooperative networks. By adjusting the number of cooperating users, MSC encoder, spreading gain and/or the number of clusters, our general MSC framework is flexible to tradeoff among spectral-efficiency, decoding complexity and diversity (Section IV). Simulations verify that error performance is improved at low or no spectral-efficiency loss (Section V). We conclude the paper in Section VI.

**Notation:** Throughout the paper, lower (upper) case boldface letters will stand for column vectors (matrices) with \( ^\dagger \) standing for transposition, \( ^* \) for complex conjugation and \( ^H \) for conjugate transposition. The canonical basis of \( \mathbb{C}^N \) will be denoted as \( \{e_1, \ldots, e_N\} \) so that the \( N \times N \) identity matrix can be written as \( I_N := [e_1, \ldots, e_N] \). The all-one and all-zero vectors in \( \mathbb{C}^N \) will be denoted as \( 1_N := [1, \ldots, 1]^T \) and \( 0_N := [0, \ldots, 0]^T \), respectively. Finally, \( E[\cdot] \) will stand for expectation.

## II. Multi-source Cooperation

Consider the cooperative multiple access (MA) setup of Fig. 1 in which the set of active users is divided into \( L \) clusters \( \{U_l\}_{l=1}^L \). In each cluster, \( K_l \) users \( \{U_{lk}\}_{k=1}^{K_l} \) cooperate in transmitting symbol blocks \( s_{lk} := [s_{lk1}, \ldots, s_{lkN}]^T \) of size \( N \times 1 \) to the AP that we write as \( U_0 \). We assume that \( s_{lk} \) contains a cyclic redundancy check (CRC) code allowing detection of correctly received packets. We let \( h_{l1k}, h_{l2k} := h_{l1,1k,l2k1}\) denote the block Rayleigh fading channel between users \( U_{lk} \) and \( U_{l1k} \); and \( h_{lk} := h_{lk1}1_N \) the one between \( U_{lk} \) and the AP. We further assume that these channels are uncorrelated and adopt the convention \( h_{lk1k}1_N \). Let us postpone to Section III the issue of cluster separation and focus on the operation of a single cluster, for which we set \( L = 1 \) and drop the cluster subscript \( l \) to simplify notation.

Supposing that frame synchronization has been established, TDMA is used to separate users per cluster as depicted in Fig. 2. The MSC protocol consists of two phases each taking place over \( K \) slots. With symbol duration \( T_s \), unit-energy pulse waveform \( p(t) \) with non-zero support \( T_s \) and amplitude \( A \), the waveform transmitted by source \( U_k \) during phase-1 is

\[
x_k^{(1)}(t) = A \sum_{n=1}^{N} s_{kn} p(t - ((k-1)N + n)T_s),
\]

\( t \in [0, KN T_s ] \). (2)

The waveforms \( \{x_k^{(1)}(t)\}_{k=1}^K \) propagate through the shared wireless interface so that over a burst of \( KN T_s \) seconds each user in the cluster, say \( U_k \), has available the waveform \( y_k^{(1)}(t) = \sum_{j=1}^{K} h_{j,k}(t)x_j^{(1)}(t) + n(t) \), where \( n(t) \) denotes AWGN with double-sided spectral density \( N_0/2 \). The waveform \( y_k^{(1)}(t) \) is subsequently matched filtered yielding samples \( y_{k,j,n} = \int_0^{T_s} y_k^{(1)}(t - ((j-1)N + n)T_s)p^*(t)dt \). Upon defining the aggregate \( KN \times 1 \) transmitted and received blocks \( s := [s_1^T, \ldots, s_K^T] \) and \( y_k^{(1)} := [y_{k,1}, \ldots, y_{k,1N}, y_{k,21}, \ldots, y_{k,KN}]^T \), the noise vector \( n_k^{(1)} := [n_{k,11}, \ldots, n_{k,1N}, n_{k,21}, \ldots, n_{k,KN}]^T \) and the diagonal channel matrix \( D_k^{(1)} := \text{diag}(h_{k1}^T, \ldots, h_{kK}^T) \), the input-output relationship per user \( U_k \) during phase-1 is

\[
y_k^{(1)} = AD_k^{(1)} s + n_k^{(1)}, \quad k = 0, 1, \ldots, K, \quad (3)
\]

where by convention \( h_{k,k} \equiv 1_N \) \( \forall k \), \( n_{k,k,n} = 0 \) for \( n \in \{1, N\} \) and we recall that \( y_0^{(1)} \) corresponds to the received block at the AP. For future use, we note that the transmit SNR is \( \gamma := A^2/N_0 \) and the average SNR in the \( U_k \rightarrow U_j \) link is \( \gamma_{k,j} := (A^2/N_0)E[h_{kj}^2] = \gamma E[h_{kj}^2] \).

Notice that by the end of phase-1 every user has available information about the symbol blocks of all users in the cluster \( U \). User \( U_k \) \( (k > 0) \) estimates the joint block \( s \), with entries drawn from a signal constellation \( S \), using the maximum likelihood (ML) decoder [c.f. (3)]

\[
\hat{s}_k = \arg \min_{s \in S^n} \| y_k^{(1)} - AD_k^{(1)} s \|. \quad (4)
\]
If symbols in $s$ are uncoded, then (4) amounts to symbol-by-symbol detection since $\mathbf{D}_k^{(1)}$ is diagonal; whereas if the individual blocks $s_k$ are protected with ECC, then (4) implements block detection. Since not all users in $\mathcal{U}$ decode $s$ correctly, we define the set of those that do as

$$
\mathcal{D} := \{ U_k \mid \hat{s}_k = s \} \subseteq \mathcal{U}.
$$

Users in $\mathcal{D}$ proceed to phase-2, but before transmission they process $s$ as shown in Fig. 3. The aggregate block $s$ is fed to an interleave, $\Pi_1$, yielding the vector $r = \Pi_1 s$. The interleaved block $r$ is then encoded with a function $\psi(\cdot)$ to obtain $u = \psi(r)$, which is subsequently fed to a second interleave, $\Pi_2$, to obtain the block $v = \Pi_2 u$. This processing per user in $\mathcal{D}$ can be summarized as

$$
v = \Pi_2 u = \Pi_2 \psi(r) = \Pi_2 \psi(\Pi_1 s).$$

Since all operations in (6) preserve dimensionality, we have that the blocks $v, u, r \in \mathbb{C}^{NK \times 1}$, the matrices $\Pi_1, \Pi_2 \in \mathbb{C}^{NK \times NK}$ and the encoder $\psi : \mathbb{C}^{NK \times 1} \to \mathbb{C}^{NK \times 1}$.

Each user in $\mathcal{D}$ transmits again in a TDMA fashion an $N \times 1$ sub-block of the block $v := \begin{bmatrix} v_{11} & \cdots & v_{1N} & v_{21} & \cdots & v_{2N} & \cdots & v_{NK} \end{bmatrix}^T$. Specifically, $U_k$ transmits the sub-block $v_k := \begin{bmatrix} v_{k1} & \cdots & v_{kN} \end{bmatrix}^T$ using the waveform

$$
x_k^{(2)}(t) = A \sum_{n=1}^{N} v_{kn} p[t - ((k - 1)N + n)T_s],
$$

$$
t \in [0, KNT_s).
$$

The AP receives $x_k^{(2)}(t)$ from all users $U_k \in \mathcal{D}$ and nothing from the remaining users $U_k \notin \mathcal{D}$. To describe this reception, define the $N \times 1$ channel vector $h_k^{(2)} := h_k$, if $U_k \in \mathcal{D}$; and $h_k^{(2)} := 0_N$, otherwise. Using this model, the block of samples at the matched filter output of the AP in phase-2 is given by

$$
y_k^{(2)} = A \mathbf{D}_k^{(2)} \Pi_2 \psi(\Pi_1 s) + n_k^{(2)},
$$

where $\mathbf{D}_k^{(2)} := \text{diag}(h_k^{(2)}, \ldots, h_k^{(2)})$. The blocks $y_1^{(1)}$ and $y_0^{(1)}$ received in the two phases can be combined in the aggregate input-output relationship

$$
\begin{bmatrix} y_0^{(1)} \\ y_0^{(2)} \end{bmatrix}_{2KN \times 1} = A \begin{bmatrix} \mathbf{D}_0^{(1)} s \\ \mathbf{D}_0^{(2)} \Pi_2 \psi(\Pi_1 s) \end{bmatrix} + \begin{bmatrix} n_0^{(1)} \\ n_0^{(2)} \end{bmatrix}.
$$

that the AP relies on to jointly decode $s$. Note that all channels are assumed invariant over the duration of the two phases. Furthermore, since we transmit $KN$ symbols in $2KN$ time slots, the spectral efficiency of single-cluster MSC is $\xi = 1/2$.

If all the diagonal entries of $\mathbf{D}_0^{(1)}$ and $\mathbf{D}_0^{(2)}$ were Rayleigh distributed, then (9) could be thought as the input-output relationship of a coded MISO system transmitting $s$ and its encoded version over $K$ antennas with only one antenna transmitting $N$ symbol periods in a cyclic fashion. Equivalently, (9) could model an $1 \times K$ single input - multiple output (SIMO) channel with $K$ receive antennas, or, a single antenna time-selective block fading channel with $K$ degrees of freedom. In any event, the diversity order can be evaluated once the encoder $\psi(\cdot)$ has been specified. Having as elements the (Rayleigh) block fading channels $h_k$ between $U_k$ and the AP, $\mathbf{D}_0^{(1)}$ is Rayleigh distributed. However, the second phase equivalent channels $h_k^{(2)}$ have a distribution that depends on the probability of successful decoding – recall that $h_k^{(2)} = h_k$, if $U_k \in \mathcal{D}$; and $h_k^{(2)} := 0_N$, otherwise. While this distribution is not difficult to characterize it is certainly not Rayleigh; hence, $\mathbf{D}_0^{(2)}$ is not Rayleigh distributed either. We will prove later in Theorem 1 that even if $\mathbf{D}_0^{(2)}$ is not Rayleigh distributed the diversity order of MSC protocols coincides with the diversity order when $\mathbf{D}_0^{(2)}$ is Rayleigh distributed.

Defining a particular MSC protocol amounts to specifying the triplet $(\Pi_2, \psi(\cdot), \Pi_1)$ in (6). The diversity enabled by any MSC protocol is mainly determined by the encoder $\psi(\cdot)$; while the interleavers $\Pi_1$ and $\Pi_2$ distribute relayed symbols to different channels in order to effect the diversity order enabled by $\psi(\cdot)$. In this sense, the unifying framework presented in this section subsumes a number of existing cooperative protocols as special cases. Three of them are highlighted next.

[C1] Distributed repetition coding: Setting the permutation matrices $\Pi_1 = \Pi_2 = \mathbf{I}$ and selecting the encoder as

$$
\psi_R(r) = \psi_R(s) = \psi_R(\begin{bmatrix} s_1^T & \ldots & s_K^T \end{bmatrix}^T) := \begin{bmatrix} s_2^T & \ldots & s_K^T & s_1^T \end{bmatrix}^T,
$$

(C1) reduces the input-output relationships (3) and (8) to those encountered with MSC based on repetition coding whereby $U_k$ repeats $U_{k-1}$’s frame for $k \neq 1$ and $U_1$ repeats $U_K$’s frame [14].

[C2] Distributed ECC: Let $\varphi(\cdot)$ be the function mapping a symbol vector over the Galois field $GF(m)$, to a channel codeword and $\varphi^{-1}(\cdot)$ the corresponding demapping function. Let also $\mathbf{P}$ denote the generator matrix of a channel encoder $\psi_R(r) := \varphi(\mathbf{P} \varphi^{-1}(r))$ with multiplication defined over $GF(m)$. If $\mathbf{P}$ generates a Reed-Solomon code, $\psi_R(r)$ specifies the MSC protocol in [15]; whereas if $\mathbf{P}$ generates a convolutional code, $\psi_R(r)$ gives rise to the DCC based MSC protocol in [17]. To effect the diversity, $\Pi_1$ and $\Pi_2$ have to be tailored for each chosen ECC [17]. Other channel codes, including distributed trellis coded modulation [16], are also possible choices.

[C3] Distributed CFC: Consider now the encoder $\psi_R(r) = \Phi r$, where $\Phi$ is a block diagonal matrix with complex entries and multiplication is over the
complex field. This selection of $\psi(\cdot)$ corresponds to distributed complex field coding (DCFC) that we will elaborate on later in this section.

**Remark 1** The set $D$ of users that correctly decoded $s$ does not need to be known to the cooperating users. This feature is important in practical deployment and can be readily verified by inspecting the encoder steps in (6) which clearly do not depend on $D$.

### A. Diversity Analysis

The diversity order $\eta$ in (1) enabled by the generic MSC protocol we described so far depends on the encoder $\psi(r)$ in (6). Even though this precludes assessment of the diversity order without referring to a specific $\psi(r)$, we can obtain a general result by relating the MSC setup with an equivalent single-user transmission of $[s^T, v^T]^T$ (comprising the systematic and parity symbols) over a single-antenna block fading channel $D(1)$. If the links between cooperating users are error-free, then $D \equiv \{U\}$ and (8) becomes

$$y_0^{(2)} = D_2(1) \Pi_2 \psi(\Pi_1 s) + n_0^{(2)}. \quad (11)$$

The AP can, therefore, decode $s$ as if it were transmitted by a single user over a single time-selective fading channel. The only difference between (8) and (11) is that the channel matrix $D_0^{(2)}$ in (8) is replaced by $D_0^{(1)}$ in (11). From a statistical point of view, the only difference between these two models is the probability distribution of $D_0^{(1)}$ and $D_0^{(2)}$; from a practical perspective, we can think of (11) as the limiting case of (8) with perfect decoding in user-to-user links. Regardless of the interpretation, the important point is stated in the following theorem.

**Theorem 1** Let $\eta[\Pi_2, \psi(\cdot), \Pi_1]$ be the diversity order of the MSC protocol with input-output relations given by (3) and (8). Likewise, let $\beta[\Pi_2, \psi(\cdot), \Pi_1]$ be the diversity order of the equivalent single-user input-output channel given by (3) and (11). Then, for any encoder $\psi(\cdot)$ and permutation matrices $\Pi_1$, $\Pi_2$, it holds that

$$\eta[\Pi_2, \psi(\cdot), \Pi_1] = \beta[\Pi_2, \psi(\cdot), \Pi_1]. \quad (12)$$

To prove Theorem 1 we need two lemmas. In Lemma 1 we assess the diversity order conditioned on the set of decoders $D$ (see Appendix A for the proof). In Lemma 2, we characterize the probability distribution of $D$ as $\gamma \to \infty$ (see Appendix B for the proof).

**Lemma 1** If $\eta(D) := \lim_{\gamma \to \infty} \log[P_c(\gamma|D)]/\log(\gamma)$ denotes the diversity order of the MSC protocol in Theorem 1 conditioned on the decoding set $D$, then

$$\eta(D) \geq \max[0; \beta - (K - |D|)], \quad (13)$$

where $|D|$ is the cardinality of $D$ and $\beta := \beta[\Pi_2, \psi(\cdot), \Pi_1]$. (13)

**Lemma 2** The probability $Pr(D)$ of the decoding set $D$ is such that

$$\lim_{\gamma \to \infty} \frac{\log[Pr(D)]}{\log(\gamma)} = -(K - |D|). \quad (14)$$

Lemma 1 establishes the intuitively expected result that the diversity order decreases by the number $K - |D|$ of users who did not decode $s$ correctly. However, Lemma 2 shows that as $\gamma \to \infty$ the probability of this event behaves precisely as $\gamma^{-(K-|D|)}$. These two effects annihilate each other leading to Theorem 1 that we prove next.

**Proof of Theorem 1:** From the theorem of total probability $P_c(\gamma) = \sum_D P_c(D) Pr(D)$, and thus

$$\eta = -\lim_{\gamma \to \infty} \frac{\log[\sum_D P_c(D) Pr(D)]}{\log(\gamma)} = -\min_D \left\{ \lim_{\gamma \to \infty} \frac{\log[P_c(D)]}{\log(\gamma)} \right\}, \quad (15)$$

where the second equality is a manifestation of the fact that the slowest term dominates the convergence ratio. This can be further separated as

$$\eta = \min_D \left\{ \lim_{\gamma \to \infty} \frac{\log[P_c(D)]}{\log(\gamma)} \right\} - \lim_{\gamma \to \infty} \frac{\log[Pr(D)]}{\log(\gamma)} \right\}, \quad (16)$$

The first limit in (16) is given by Lemma 1 and the second by Lemma 2, based on which we obtain

$$\eta = \min \left\{ \max[0; \beta - (K - |D|)] + (K - |D|) \right\} = \beta \quad (17)$$

after substituting (13) and (14) into (16).

The value of Theorem 1 is twofold. On the one hand, it establishes that diversity results for MISO channels carry over to judiciously designed MSC protocols. In particular, two immediate implications of Theorem 1 are stated in the following corollaries.

**Corollary 1** Diversity order of the repetition coding based MSC protocol in [C1] is $\eta[I, \psi_R(\cdot), I] = 2$.

**Proof:** For repetition coding, the equivalent single-user protocol described by (3)-(11) can be readily shown to correspond to an uncoded $2 \times 1$ MISO channel which is known to provide second-order diversity.

**Corollary 2** For the MSC protocol based on distributed ECC in [C2] with minimum distance $d_{min}$ and code rate $R_c$, there exist matrices $\Pi_1(P)$ and $\Pi_2(P)$ so that

$$\eta[\Pi_2(P), \psi(\cdot), \Pi_1(P)] = \min(d_{min}, [1 + K(1 - R_c)]). \quad (18)$$

**Proof:** The result in (18) holds true for a single-antenna time-selective block fading channel; see e.g., [9, Ch.14]. It is thus true for MSC with distributed ECC because of Theorem 1.

On the other hand, Theorem 1 establishes that designing good encoders $\psi(\cdot)$ is equivalent to designing diversity-enabling codes for co-located multi-antenna transmitters with the advantage that the latter is a well-understood problem. An interesting observation in this regard is that since there are $K$ uncorrelated Rayleigh channels in (11), the potential diversity order is $K$. MSC protocols based on distributed repetition...
coding or distributed ECC fail to enable this diversity order. The solution in co-located multi-antenna systems is to use complex field coding (CFC) [19], which motivates exploring CFC possibilities in a distributed setup.

B. Distributed Complex Field Coding

While in principle any matrix $\Phi$ with complex entries could be used, the diversity order enabled by the DCFC protocol in [C3] depends critically on the choice of $\Phi$. To make this point clear, we start by specifying the permutation matrices $\Pi_1, \Pi_2$ as $KN$-dimensional periodic interleavers. Letting $e_i$ denote the $i$th element of the canonical basis of $C^{KN}$, we select

$$\Pi_1 = \Pi_{KN} := [e_1, e_N, \ldots, e_{(K-1)}N+1, e_2, e_{N+1}, \ldots, e_K],$$

$$\Pi_2 = \Pi_{NK} := [e_1, e_K, \ldots, e_{(N-1)}K+1, e_2, e_{K+1}, \ldots, e_N].$$

(19)

The period of $\Pi_1 = \Pi_{KN}$ is $K$ and consequently it changes the ordering of $s$ so that in $r = \Pi_1s$, same symbol indices across users appear consecutively in $r = [s_1, s_2, \ldots, s_1, s_2, \ldots, s_K]^T$. Likewise, the period of $\Pi_2 = \Pi_{NK}$ is $N$, so that $\Pi_2 = \Theta \Pi_2^T = \Pi_2^{-1}$.

The permutation matrix $\Pi_1$ models the interleaver $\Pi_1$ shown in Fig. 4. Each terminal in $D$ correctly decodes the $N$ symbols of all users including its own symbols that are arranged in the $K$ vectors $s_k := [s_{k1}, s_{k2}, \ldots, s_{KN}]^T$, $k \in [1, K]$. These $KN$ symbols are fed to the interleaver $\Pi_1$ which outputs the $N$ vectors $r_n := [s_{n1}, s_{n2}, \ldots, s_{NK}]^T$, $n \in [1, N]$, that contain the $n^{th}$ symbols of all $K$ terminals. In matrix-vector form, this relation can be written as

$$[r_1^T, \ldots, r_K^T]^T := r = \Pi_1s := \Pi_1[s_1^T, \ldots, s_K^T]^T.$$  

(20)

We consider the DCFC based MSC protocol in which each of these $r_n$ blocks is CFC-encoded independently yielding the vectors $u_n := \Theta r_n$, corresponding to the selection $\Phi = \text{diag}(\Theta, \ldots, \Theta)$ in [C3]. These $N$ vectors $u_n := [u_{n1}, u_{n2}, \ldots, u_{NK}]^T$, $n \in [1, N]$, are then fed to the interleaver $\Pi_2$ whose output consists of $K$ vectors $v_k := [u_{k1}, u_{k2}, \ldots, u_{KN}]^T$, $k \in [1, K]$, each containing the $k^{th}$ element of all vectors $u_n$, $n \in [1, N]$. Again, this can be written using matrix-vector notation as

$$[v_1^T, \ldots, v_K^T]^T := v = \Pi_2u := \Pi_2[u_1^T, \ldots, u_N^T]^T.$$  

(21)

User $U_k$ transmits the vector $v_k$ leading to the phase-2 input/output relationship (8). We then de-interleave the received blocks at the AP to obtain [c.f. (8)]

$$\Pi_1y_{0n}^{(2)} = A(\Pi_1D_0^{(2)}\Pi_2)\Phi r + \Pi_1n_0^{(2)}. \quad \begin{array}{c}
\end{array}$$

(22)

Interestingly, since $\Pi_2 = \Pi_1^{-1}$ we have $\Pi_1D_0^{(2)}\Pi_2 = \text{diag}(h_1, \ldots, h_K, h_1, \ldots, h_K)$. Thus, upon defining $y_{0n}^{(2)} := [y_{n1}^{(2)}, \ldots, y_{nK}^{(2)}]^T$, $u_0^{(2)} := [u_{n1}^{(2)}, \ldots, u_{nK}^{(2)}]^T$, and $D_0^{(2)} := \text{diag}(h_1, \ldots, h_K)$; and recalling that $\Phi$ is block diagonal, we can write

$$y_{0n}^{(2)} = AD_0^{(2)}u_n + n_0^{(2)} = AD_0^{(2)}\Theta r_n + n_0^{(2)}, \quad n \in [1, N]; \quad \begin{array}{c}
\end{array}$$

(23)

which amounts to separating (22) in $N$ decoupled equations, each involving the $K \times 1$ vectors $r_n$, $y_{0n}^{(2)}$, and $n_0^{(2)}$ instead of the $KN \times 1$ vectors $r$, $y_0^{(2)}$, and $n_0^{(2)}$.

If we finally combine $y_{0n}^{(2)}$ in (23) with its counterpart $y_{1n} := [y_{11}, \ldots, y_{1K}]^T$ from (3) corresponding to the channel matrix $D_1^{(2)} := \text{diag}(h_1, \ldots, h_K)$, the ML decoder for a DCFC based MSC protocol is

$$\hat{r}_n = \arg\min_{r_n \in S^K} \| \begin{bmatrix} y_{0n}^{(2)} \\
\end{bmatrix} - A \begin{bmatrix} D_0^{(2)} \\
D_1^{(2)}\Theta 
\end{bmatrix} r_n \|.$$  

(24)

It is worth stressing that DCFC decoding in (24) operates on blocks of $K$ symbols. (Near-)ML decoders, such as the sphere decoder [4], [8], [20], can be used to obtain $s_n$ from (24) with polynomial average complexity (cubic for moderate size $K$ and SNR [4]). Certainly, if only quadratic complexity can be afforded, zero forcing, minimum mean-squared error or decision-feedback equalizer options are available but they cannot guarantee to achieve the maximum possible diversity order.

The advantage of the formulation in (23) is that the CFC encoder $\Theta$ operates on $K \times 1$ symbol blocks which reduces complexity considerably relative to a $KN$-symbol CFC encoder. Also, basic CFC results derived for co-located multi-antenna systems [19] can be directly applied to the distributed MSC setup. In particular, it is useful to recall the notion of maximum distance separable (MDS) matrices.

**Definition 1** A matrix $\Theta$ is called MDS with respect to the constellation $\mathcal{S}$ if and only if for any two different symbols $r_1 \neq r_2 \in \mathcal{S}$, all the coordinates of $\Theta r_1$, and $\Theta r_2$ are different i.e., $[\Theta r_1]_i \neq [\Theta r_2]_i, \forall i$.

The MDS property leads to the following corollary of Theorem 1.

**Corollary 3** If $\Theta$ is MDS with respect to $\mathcal{S}$, the DCFC based MSC protocol in [C3] with $\Phi = \text{diag}(\Theta, \ldots, \Theta)$ and $\Pi_1, \Pi_2$ given by (19) enables diversity equal to the number of users; i.e.,

$$\eta[\Pi_2, \Phi(\cdot), \Pi_1] = K.$$  

(25)

**Proof:** Because of Theorem 1 it suffices to show that $\beta[\Pi_2, \Phi(\cdot), \Pi_1] = K$. Let $d_H(u_{n1}, u_{n2})$ be the Hamming distance between codewords $u_{n1}$ and $u_{n2}$. When $D_0^{(2)}$ is Rayleigh distributed, the diversity order is $\beta[\Pi_2, \Phi(\cdot), \Pi_1] = \min_{u_{n1}, u_{n2}} d_H(u_{n1}, u_{n2})$ [7, Sec. 2.1.2]. The MDS property guarantees that $\min_{u_{n1}, u_{n2}} d_H(u_{n1}, u_{n2}) = K$ for $u_n = \Theta r_n$ and consequently $\beta[\Pi_2, \Phi(\cdot), \Pi_1] = K$. \hfill $\square$

**Remark 2** Relative to repetition based single-source cooperation (SSC), the MSC protocol based on distributed ECC or CFC can also enhance coding gains because relay transmissions are coded across time and space. As each source in MSC is served by multiple cooperators, for the same spectral efficiency, even ECC based MSC can achieve higher diversity gains than SSC. And since each cooperator serves multiple sources simultaneously, for the same diversity order, MSC can offer higher spectral efficiency than SSC. With regards to the cooperative multi-user protocol in [11] which relies on the presence of idle users, the unifying MSC protocol here does not require idle users. However, if $K_I$ idle users are available and willing to cooperate, the protocol here can also
take advantage of them to increase the diversity order up to $K + K_I$ per cluster.

### III. MULTI-CLUSTER OPERATION

Let us now return to the multi-cluster setting with $L > 1$ non-overlapping clusters communicating with the AP. Cluster separation can be accomplished with any multiple access (MA) scheme which in principle should not affect the properties of the DCFC based MSC protocol. However, it will turn out that MA with CFC can affect spectral efficiency of the $(MA)$ scheme which in principle should not affect the proper-

Fig. 4. Block diagram of DCFC per cooperating user.

containing the $n^{th}$ symbol of the $k^{th}$ user across the $L$ clusters. The joint detector will rely on the $L \times 1$ decision vector $y_{kn}^{(1)} := [y_{1kn}^{(1)}, \ldots, y_{Lkn}^{(1)}]^T$ whose components are given by

$$y_{kn}^{(1)} := \int_{(kT_s - 1)}^{kT_s} y_{k}^{(1)}(t)c_1(t - knT_s)dt = A \sum_{m=1}^{L} \rho_{ml} h_{mk} s_{mkn} + n_{ikn}^{(1)}.$$  

Upon defining $D_k^{(1)} := \text{diag}(h_{k1}, \ldots, h_{kL})$, we can rewrite (28) in matrix-vector form as

$$y_{kn}^{(1)} = ARD_k^{(1)} s_{kn} + n_{kn}^{(1)}, \quad k \in [1, K], \quad n \in [1, N].$$  

The complexity of ML detection required to recover $s_{kn}$ from $y_{kn}^{(1)}$ depends on the dimensionality $L$. While (29) models reception at the AP, a similar relationship characterizes reception in every cooperating user allowing $\hat{U}_{lk}$ to construct the estimate $\hat{s}_{lk}$ of its cluster’s aggregate block $s_l$. Similar to Section II, we define $D_l := \{U_{lk} | s_{lk} = s_l\} \subseteq U_l$ and $h_{lk}^{(2)} = h_{lk}$ if $U_{lk} \in D_l$, and $h_{lk}^{(2)} = 0$ else. As before, users $U_{lk} \in D_l$ participate in phase-2.

Each cluster in phase-2 operates separately, repeating the steps described in Section II-B to construct $v_l := [v_{l1}, \ldots, v_{lN}]^T = \Pi_2 \Phi \Pi_1 s_l$ with $\Pi_1$ and $\Pi_2$ as in (19) and $\Phi := \text{diag}(\Theta, \ldots, \Theta) \in \mathbb{C}^{NK \times NK}$. Each user $U_{lk} \in D_l$ then transmits the sub-block $v_{lk} := [v_{lk1}, \ldots, v_{lkN}]^T$. Except for notation, these steps are identical to those in Section II-B. The difference is in the received signal which now comprises the superposition of waveforms transmitted from users in all $L$ clusters

$$y_{00}^{(2)}(t) = A \sum_{l=1}^{L} \sum_{k=1}^{K} \sum_{n=1}^{N} v_{lkn} c_1(t - (N(k - 1) + n)T_s) + n_{0}^{(2)}(t).$$  

As in (28), we let

$$y_{kn}^{(2)} := \int_{(kT_s - 1)}^{kT_s} y_{k}^{(2)}(t)c_1(t - knT_s)dt$$

so that upon defining $y_{kn}^{(2)} := [y_{1kn}^{(2)}, \ldots, y_{Lkn}^{(2)}]^T$, $v_{kn} := [v_{1kn}, \ldots, v_{Lkn}]^T$ and $D_{0k}^{(2)} := \text{diag}(h_{1k}, \ldots, h_{Lk})$, we can
write $y_{kn}^{(2)} = A R D_{00}^{(2)} \tilde{v}_{kn} + n_{kn}^{(2)}$, the counterpart of (29) for phase-2. For future use, it is convenient to define $y_{kn}^{(2)} := [y_{1}^{(2)} T_{n1}, \ldots, y_{K}^{(2)} T_{Kn}]^T$, $\nu_{n} := [\nu_{1n}^{T}, \ldots, \nu_{Kn}^{T}]^T$, $\bar{R} := \text{diag}(\bar{R}, \ldots, \bar{R})$, and $D_{0}^{(2)} := \text{diag}(D_{0}^{(2)} , \ldots, D_{0}^{(2)} )$ and write

$$y_{kn}^{(2)} = A R D_{00}^{(2)} \tilde{v}_{kn} + n_{kn}^{(2)}. \quad (31)$$

On the other hand, let $u_{kn} := [u_{1n}, \ldots, u_{Kn}]^T$, $u_{kn} := [u_{1n}^{T}, \ldots, u_{Kn}^{T}]$, and $\bar{\Pi}_{L} = \{e_{1}, e_{L}, \ldots, e_{(L-1)K+1}, e_{2}, e_{K+1}, \ldots, e_{KL}\}$ be a $KL$-dimensional periodic interleaver with period $L$. According to these definitions, we have $\nu_{n} = \bar{\Pi}_{L} u_{kn}$. Also, note that since $u_{kn} = \Theta_{kn}$, for $r_{n} := [r_{1n}^{T}, \ldots, r_{Ln}^{T}]^T$ and $\bar{\Phi} = \text{diag}(\Theta_{1}, \ldots, \Theta_{s}) \in \mathbb{C}^{KL \times KL}$, we have that

$$y_{kn}^{(2)} = A R D_{00}^{(2)} \bar{\Pi}_{L} \bar{\Phi} r_{n} + n_{kn}^{(2)}. \quad (32)$$

Concatenating (29) and (32) we obtain the ML decoder for $r_{n}$ as

$$\hat{r}_{n} = \text{arg} \min_{r_{n} \in \mathbb{C}^{L \times K}} \left\| y_{kn}^{(1)} - A \bar{R} D_{00}^{(1)} \bar{\Pi}_{L} \bar{\Phi} r_{n}, 2_{L \times K} \right\|.$$  

(33)

Dimensionality of the multi-cluster ML decoder (33) is $KL$ that has to be compared with $K$, the corresponding dimensionality of the ML decoder in (24) for the single-cluster case.

Even though the input-output relationships (29) and (32) as well as (3) and (8) model different systems they exhibit similar forms. An important consequence of this observation is that Corollary 3 establishing the diversity order of a single-cluster DCFC based MSC protocol can be readily generalized.

**Corollary 4** If $\Theta$ is MDS with respect to $S$, the multi-cluster DCFC based MSC protocol with the ML decoder in (33) achieves diversity equal to the number of users in each cluster; i.e.,

$$\eta[\Pi_{2}, \bar{\Phi}, \Pi_{1}, R] = K. \quad (34)$$

**Proof:** For a Rayleigh channel, the coefficients $h_{lk}$ are complex Gaussian and consequently the channel $D_{0}^{(1)} := \bar{R} D_{00}^{(1)}$ is also Rayleigh. As in Corollary 3, notice from (31) that the diversity for Rayleigh distributed channel $D_{0}^{(2)} := \bar{R} D_{00}^{(2)}$ is $\beta[\Pi_{2}, \bar{\Phi}, \Pi_{1}, R] = \min_{\nu_{n1}, \nu_{n2}} d_{H}(\nu_{n1}, \nu_{n2})$, [7, Sec. 2.1.2]. Since $\Pi_{LK}$ is a permutation matrix, it follows that $d_{H}(\nu_{n1}, \nu_{n2}) = d_{H}(\bar{\Phi}_{n1}, \bar{\Phi}_{n2})$. The minimum $d_{H}$ is achieved when all but one cluster transmit the same symbol block. Supposing without loss of generality that the first cluster transmits the distinct symbol block we have that $r_{n1} := [r_{1n1}^{T}, \ldots, r_{Ln1}^{T}]$ and $r_{n2} := [r_{1n2}^{T}, \ldots, r_{Ln2}^{T}]$. The MDS property guarantees that for these $r_{n1}, r_{n2}$ selected, the minimum Hamming distance is $d_{H}(\bar{\Phi}_{n1}, \bar{\Phi}_{n2}) = K$.

Invoking now Theorem 1, we deduce that $\eta[\Pi_{2}, \bar{\Phi}, \Pi_{1}, R] = \beta[\Pi_{2}, \bar{\Phi}, \Pi_{1}, R] = d_{H}(\bar{\Phi}_{n1}, \bar{\Phi}_{n2}) = K$. $\square$

As expected, Corollary 4 proves that the diversity enabled by DCFC remains invariant regardless of the structure of the correlation matrix $R$.

**Remark 3** For clarity, we have considered MA in fixed cooperative networks. However, the same scheme and results are also valid for ad-hoc networks. In this case, different sources per cluster cooperate while communicating with (possibly) different destinations. Different clusters operate without coordination.

**A. Effect of under-spreading in spectral efficiency**

Consider a set of orthonormal functions $\nu_{s}(t) := \{\nu_{s}(t)\}_{s=1}^{S}$ with $\int_{0}^{T_{s}} \nu_{s}(t) \nu_{s}(t) dt = \delta(s - 1, s_{2})$, where $\delta(\cdot)$ denotes Kronecker’s delta. It is customary to write the signature waveforms in (26) as the linear combination

$$c_{l}(t) = \sum_{s=1}^{S} c_{ls} \nu_{s}(t), \quad t \in [0, T_{s}), \quad l \in [1, L], \quad (35)$$

where the vector $c_{l} := [c_{l1}, \ldots, c_{LS}]^{T}$ is the spreading code specific to the cluster $U_{l}$. Arranging the codes in a matrix $C := \{c_{l1}, \ldots, c_{LS}\}$ we can write the correlation matrix as $R = C^{H} C$. Changing the set $N$ we can model different CDMA systems; if the functions are delayed versions of each other $\nu_{s}(t) = p[S t - (s - 1) T_{s}]$, then (35) amounts to symbol-periodic direct sequence (DS)-CDMA; if they are different subcarriers, $\nu_{s}(t) = \exp[2\pi t (s - 1)/T_{s}]$, then (35) models multi-carrier (MC)-CDMA.

Transmission of $\nu_{s}(t)$ requires $S$ times more bandwidth than transmission of the pulses $p(t)$ in (2). Consequently, the spectral efficiency of multi-cluster DCFC is

$$\xi = L/(2S). \quad (36)$$

An important choice in the selection of $C$ is whether the spreading gain $S$ constrains a fortiori the number of codes $L$ or not. This calls for distinguishing between under-spread and over-spread MA:

**Definition 2** In an over-spread MA system, the number of codes $L$ and the spreading gain $S$ are constrained by $S \geq L$. We say that an MA system is under-spread if $L$ and $S$ can be selected independently.

**Over-spread orthonormal MA:** In this case, $C$ is formed by orthonormal vectors, e.g., Walsh-Hadamard sequences, so that $R := C^{H} C = I_{s}$. But the latter requires $L \leq S$ because a set of orthonormal vectors in $C^{S}$ cannot contain more than $S$ elements. Thus, orthonormal MA is over-spread in the sense of Definition 2.

**Under-spread MA:** Symbol-periodic non-orthogonal signatures, including those in MC-CDMA and DS-CDMA with Gold or Kasami sequences [3], implement under-spread MA since $L$ can be much larger than $S$. Long pseudo-noise (PN) sequences also give rise to under-spread MA with approximately uncorrelated signatures. Since the latter can be theoretically infinite, $L$ and $S$ are decoupled and long code DS- or MC-CDMA is also under-spread in the sense of Definition 2.

Since in orthonormal MA, clusters do not interfere with each other, the multi-cluster model in (33) can be reduced to a set of single-cluster models (24). Thus, the ML decoding space dimension is reduced from $KL$ to $K$. PN sequences, on the other hand, have found widespread use due to their robustness to propagation delays and relaxed synchronization.
requirements. The decision as to whether to use under- or over-spread MA may also depend on other factors as well.

MSC protocols with under-spread versus over-spread MA are fundamentally different in terms of bandwidth efficiency. In over-spread MA the spectral efficiency of MSC protocols is hard limited by $\xi_{\text{MSC}} \leq 1/2$ [c.f. (36) and Definition 2] and cooperation comes at the price of reducing the spectral efficiency $\xi_{\text{NC}} = 1$ of the corresponding non-cooperative system. In e.g., orthonormal MA, this is because $L \leq S$ clusters can have orthogonal signatures. In under-spread MA, bandwidth efficiency and cooperative diversity are not necessarily traded off since $L$ and $S$ are decoupled. Indeed, we can obtain $\xi_{\text{MSC}} = \xi_{\text{NC}}$ by reducing the spreading gain by half, i.e., $S_{\text{MSC}} = S_{\text{NC}}/2$ while maintaining the same number of clusters $L$ [c.f. (36)]. Note that even if we reduce the spreading gain by half, after completing both MSC phases each information symbol has been transmitted twice and the effective coding gain is still the same as in non-cooperative MA. Nonetheless, a consequence of Corollary 4 is that the diversity gain is $\eta[\Pi_2, \Phi, \Pi_1, \Phi] = K$, regardless of the correlation structure $\Phi$. Thus, under-spread MA with DCFC achieves full diversity without sacrificing spectral efficiency.

### IV. Comparing MSC with Non-Cooperative Protocols

So far, we have considered three different MSC protocols, namely distributed repetition coding, distributed ECC and DCFC defined in [C1], [C2] and [C3], respectively. We also distinguished between under- and over-spread for cluster separation as per Definition 2, for a total of six different alternatives. These alternatives differ in their diversity $\eta$ [c.f. (1)], spectral efficiency $\xi$ [c.f. (36)] and decoding complexity as we summarize in Table I.

Repetition coding can afford the lowest decoding complexity, but also enables the smallest diversity order. Moreover, the diversity order it enables is independent of the number of users in the cluster. The diversity order can be increased with either distributed ECC or DCFC at the expense of increasing decoding complexity. It is known that $\eta \approx 4$ brings the wireless channel within a 10% of an AWGN channel’s error performance [18], meaning that $K \approx 4$ captures enough of the diversity advantage. Thus, a slight complexity increase brings in a substantial error performance gain. This is particularly true for DCFC that achieves full; i.e., $\eta = K$, diversity. For distributed ECC a larger cluster is possibly needed.

Under- and over-spreading are fundamentally different in terms of bandwidth efficiency $\xi$. In the rows corresponding to over-spread MA, $\xi$ is reduced from 1 to 1/2 for any of the MSC protocols. The value of $\xi$ in the corresponding columns of Table I for under-spread MA is not affected when we move from non-cooperative MA to MSC. The value $\xi = 1$ is an arbitrary selection and should be interpreted as an option to allow for a fair comparison between over-spread non-cooperative MA and under-spread cooperative MA. Interestingly, the use of under-spread MA with DCFC achieves full diversity $K$ while avoiding the bandwidth penalty usually associated with cooperative protocols as we can see by comparing the second with the fifth row of Table I.

All in all, in a complexity-limited system repetition coding offers the best MSC protocol, while in a bandwidth-limited setup DCFC-based MSC with under-spread for cluster separation should be preferred. In intermediate cases, DCFC-based MSC with (over-spread) orthonormal cluster separation achieves full diversity with reasonable spectral-efficiency ($\xi = 1/2$) and a modest increase in complexity.

### V. Simulations

In this section, we present simulated examples to corroborate our analytical claims. Each user transmits blocks with $N = 50$ symbols per TDMA slot. Except for one example, we assume error-free channels between users. We choose the CFC encoder $\Theta$ to be the unitary Vandermonde matrix in [19]

$$\Theta = \frac{1}{\sqrt{K}} F_K^H \text{diag}(1, \alpha, \ldots, e^{K-1}),$$

(37)

where $F_K$ is the $K \times K$ fast Fourier transform (FFT) matrix with $(i,j)$th entry $[F_K]_{ij} := e^{-j2\pi(i-1)(j-1)/K}$; and $\alpha := e^{j\pi/(2K)}$ if $K$ is power of 2, $\alpha := e^{j\pi/9}$ if $K = 3$, and $\alpha := e^{j\pi/25}$ if $K = 5$.

### A. DCFC based MSC with orthonormal MA

Consider first the DCFC based MSC protocol with orthonormal CDMA signatures used for cluster separation. According to Table I, the ML decoder operates on blocks of length $K$, the spectral efficiency is $\xi = 1/2$ and the diversity order is $\eta = K$. To benchmark performance consider error-free links between users, in which case $D = U$. Fig. 5 demonstrates how the bit error rate (BER) varies with $K$ for a DCFC based MSC protocol. We verify that the diversity order is, indeed, equal to the number of users $K$. For reference, we also depict the BER of a non-cooperative system and repetition based MSC [14]. For $K = 2$ repetition based MSC outperforms DCFC based MSC by a small margin. This is because in this case both protocols have the same diversity gain but the coding gain of DCFC is smaller. The advantage of DCFC is apparent for larger cooperating clusters. Setting e.g., $K = 5$, we can see

<table>
<thead>
<tr>
<th>Performance metrics</th>
<th>Distributed ECC</th>
<th>DCFC</th>
<th>Non-cooperative</th>
</tr>
</thead>
<tbody>
<tr>
<td>diversity ($\eta$)</td>
<td>2</td>
<td>min$(d_{\text{min}}/[1+K(1-R_c)])$</td>
<td>$K$</td>
</tr>
<tr>
<td>spectral eff. ($\xi$)</td>
<td>1/2</td>
<td>1/2</td>
<td>1/2</td>
</tr>
<tr>
<td>complexity</td>
<td>$K$</td>
<td>$K$</td>
<td>$K$</td>
</tr>
<tr>
<td>diversity ($\eta$)</td>
<td>2</td>
<td>min$(d_{\text{min}}/[1+K(1-R_c)])$</td>
<td>$K$</td>
</tr>
<tr>
<td>spectral eff. ($\xi$)</td>
<td>1</td>
<td>1/2</td>
<td>1/2</td>
</tr>
<tr>
<td>complexity</td>
<td>$L$</td>
<td>$L$</td>
<td>$L$</td>
</tr>
</tbody>
</table>

TABLE I

COMPARISON OF DIFFERENT PROTOCOLS
that with a minimal investment in decoding complexity, DCFC based MSC returns a $4 - 5 \text{ dB}$ gain with respect to repetition based MSC due to the increase in diversity from $\eta = 2$ to $\eta = K = 3$.

Even though the simulated curves in Fig. 5 are for error-free user-to-user links, the same results are obtained when we account for the effect of decoding errors in these links as verified by Fig. 6. We consider different values of the relative SNR $\Delta := \gamma_{k,j}/\gamma_k = E[h_{k,j}^2]/E[h_k^2]$, where we recall $\gamma_{k,j}$ is the average SNR of the $U_k \to U_j$ link and $\gamma_k$ is the average SNR in the $U_k \to \text{AP}$ link. Regardless of $\Delta$, the diversity order is always $\eta = K = 3$ as asserted by Theorem 1, but the coding gain changes, as predicted. Notwithstanding, the gap between error-free $U_k \to U_j$ links and $\Delta = 5 \text{dB}$ is approximately 2dB, and reduces to less than 1dB for $\Delta = 10 \text{dB}$. Thus, in many practical settings proximity of cooperators ensures that MSC protocols work almost as well as non-cooperative single-user multi-antenna systems.

**B. DCFC based MSC with under-spread MA**

Spectral efficiency in the simulated systems of the previous subsection is $\xi = 1/2$. This is not the case for DCFC with under-spread MA which according to Table I requires ML decoding on blocks of length $KL$, but attains spectral efficiency $\xi = 1$ and diversity order $\eta = K$. In Fig. 7 we show BER for $K = 3$, $S = 8$ and $L = 4 - L = 8$ with PN codes used to implement under-spread cluster separation. Verifying Corollary 4, the diversity order is $\eta = K = 3$ regardless of the number of clusters $L$. When $L = 8$ the spectral efficiency is $\xi = 1$ and it is pertinent to compare DCFC with a non-cooperative protocol with orthonormal MA (for which $\xi = 1$ too). The diversity enabled by DCFC leads to a considerable BER reduction. When $L = 4$ the spectral efficiency is $\xi = 1/2$. In this case, it is possible to use DCFC based MSC with orthonormal MA. We can see that gaining in spectral efficiency with DCFC entails a loss in coding gain of about $2 \text{dB}$. Interestingly, the coding gain is affected by the use of under-spread MA but the diversity order is not. Complexity allowing, DCFC based MSC with under-spread MA is the choice for bandwidth-limited scenarios, whereas if bandwidth is plenty the use of orthonormal MA should be preferred for its larger coding gain.

**C. DCFC versus Distributed ECC**

Even though we established that the diversity order of DCFC is in general larger than the diversity of distributed (D)ECC in [C2] (see Table I), the latter has in general a larger coding gain. To demonstrate these differences, we consider clusters with $K = 3$ users and compare DCFC based MSC against MSC based on distributed convolutional coding (DCC) with rate $1/2$ and generator in octal form $[15/7]$. The free distance of this code is $d_{\text{min}} = 5$ and consequently the diversity order is $\eta_{DCC} = 2$. The interleavers $\Pi_1, \Pi_2$ are designed as in [17] to ensure that this diversity is actually achieved.

Fig. 8 illustrates that due to its larger diversity order DCFC outperforms DCC at high SNR while the opposite is true.
at low SNR due to the larger coding gain of DCC based MSC. We can also use CC and DCFC together to jointly exploit the coding gain of CC and the diversity order of DCFC. This is done by encoding each user’s bits with a CC before transmitting $s_k$. At the receiver, we adopt soft iterative decoding between CC and DCFC decoders along the lines of [19]. As depicted in Fig. 8, there is about 1dB gain achieved with a CC of memory 2. Another advantage of DCFC is that the interleavers are simple periodic multiplexers as opposed to carefully designed interleavers needed for DCC in [17].

VI. CONCLUSIONS

We introduced a general multi-source cooperation (MSC) framework for multi-cluster networks that allows flexible tradeoffs between error performance, spectral efficiency and complexity. Our MSC protocols rely on code division multiple access (CDMA) for cluster separation and time division multiple access (TDMA) for user separation per cluster. The unifying framework includes many existing protocols as particular cases and suggests the introduction of distributed complex field coding (DCFC) to enable diversity as high as the number of per-cluster users. We also demonstrated the different spectral efficiency properties of over-spread, e.g., orthonormal, and under-spread, e.g., MC-CDMA or DS-CDMA with Gold or Kasami sequences, cluster separation. Whereas in the former cooperative diversity is traded off for bandwidth in the latter there is no bandwidth penalty associated with user cooperation.

Adjusting the number of cooperating users, MSC encoder, spreading gain and/or number of clusters, our general MSC framework is flexible to tradeoff among spectral-efficiency, decoding complexity and diversity. By increasing complexity, the combination of DCFC with under-spread multiple access enables high order diversity with spectral efficiency up to that of non-cooperative systems. In cases where bandwidth is not the limiting resource, DCFC-based MSC with over-spread orthonormal cluster separation allows one to collect full diversity with reasonable spectral-efficiency and a modest increase in complexity.

APPENDICES

A. Proof of Lemma 1: Let $\delta (f; g)$ be the indicator function of $f \neq g$, taking on the values $\delta (f; g) = 1$ if $f \neq g$ and $\delta (f; g) = 0$ if $f = g$; and consider two distinct codewords $[s^T_v, v^T_v] = [s^T_1, s^T_2, v^T_1, ..., v^T_T]$ and $[s^T_v, v^T_v] = [s^T_1, s^T_2, v^T_1, ..., v^T_T]$. If $D = U$, then MSC is equivalent to a multi-antenna channel, in which case the diversity achieved depends on the triplet $(\Pi_2, \psi (\cdot), \Pi_1)$. If we define $\beta(s; \hat{s})$ as the pairwise error probability (PEP) diversity order we have [2]

$$\beta(s; \hat{s}) := \lim_{\gamma \to \infty} \frac{\log [Pr(s \to \hat{s} | D = U)]}{\log(\gamma)}$$

That is, the probability that we declare $\hat{s}$ when the actual transmitted block is $s$ goes to zero as $\gamma = \beta(s; \hat{s})$, with $\beta(s; \hat{s})$ given by (38). Consequently, if $[s^T_k, v^T_k] = [s^T_k, \tilde{v}^T_k]$ user $U_k$ does not contribute to the diversity order of this particular pair and if $[s^T_k, v^T_k] \neq [s^T_k, \tilde{v}^T_k]$ $U_k$ contributes one unit to the PEP exponent in (38).

If $U_k \notin D$ then $h^{(2)}_k = 0$, which is equivalent to having $v_k$ and $\tilde{v}_k$ punctured. Thus, each $U_k \notin D$ reduces $\beta(s; \hat{s})$ by (at most) 1 which implies that the PEP diversity order conditioned on $D$ is bounded as

$$\eta(s; \hat{s} | D) := \lim_{\gamma \to \infty} \frac{\log [Pr(s \to \hat{s} | D)]}{\log(\gamma)}$$

$$= \sum_{k | U_k \in D} \beta(s, \hat{s}) - (K - |D|).$$

Finally, note that $\beta = \min_{s, \hat{s}} \beta(s, \hat{s})$ and likewise for $\eta(D)$. But if (38) holds for any pair of codewords it must hold for their minima and (13) follows.

B. Proof of Lemma 2: Let $F(k, j) := \{\hat{s}_{k,j} \neq s_j\}$ denote the event that $U_k$ fails to correctly decode $U_j$’s message. The probability of $F(k, j)$ can be obtained by averaging over the realizations of $h_{k,j}$ to obtain

$$\Pr\{F(k, j)\} = E_{h_{k,j}} [Pr\{F(k, j) | h_{k,j}\}]$$

$$= E_{h_{k,j}} \left[ 1 - \left( 1 - Q \left( \sqrt{\kappa \gamma |h_{k,j}|^2} \right) \right)^{N^2} \right],$$

where $\gamma |h_{k,j}|^2$ is the instantaneous SNR in the $U_i \rightarrow U_j$ link, $N$ is the length of the symbol vector from one user, and $\kappa$ is a constant dependent on the constellation. It is not difficult to
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show that as $\gamma$ increases we have, see e.g., [9, Chap. 14]
\[
\lim_{\gamma \to \infty} \frac{\log [\Pr \{ F(k,j) \}]}{\log(\gamma)} = -1.
\]
Since the events $F(k,j)$ are independent, the probability of a given user being part of $D$ is such that
\[
\Pr(U_k \notin D) \leq \Pr \left( \bigcup_{j=1, j \neq k}^{K} F(k,j) \right) = \sum_{j=1, j \neq k}^{K} \Pr(F(k,j)).
\]
But since (41) is valid for all $F(k,j)$ we have that [c.f. (41), (42)]
\[
\lim_{\gamma \to \infty} \frac{\log [\Pr(U_k \notin D)]}{\log(\gamma)} \leq \lim_{\gamma \to \infty} \frac{\log \left( \sum_{j=1, j \neq k}^{K} \Pr(F(k,j)) \right)}{\log(\gamma)} = -1.
\]
On the other hand, the probability of $D$ can be bounded as
\[
\Pr(D) = \prod_{U_k \notin D} \Pr(U_k \notin D) \prod_{U_k \in D} \Pr(U_k \in D) \leq \prod_{U_k \notin D} \Pr(U_k \notin D),
\]
where the inequality follows since $\Pr(U_k \in D) \leq 1$. Using (44) we can finally write for the limit in (14)
\[
\lim_{\gamma \to \infty} \frac{\log \left[ \Pr(D) \right]}{\log(\gamma)} = \sum_{U_k \notin D} \lim_{\gamma \to \infty} \frac{\log [\Pr(U_k \notin D)]}{\log(\gamma)}.
\]
Since the sum in (45) contains $K - |D|$ elements, (14) follows after substituting (43) into (45).
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