Abstract—We present a fast distributed solution to the convex network flow optimization problem. Our approach uses a family of dual descent algorithms that approximate the Newton direction to achieve faster convergence rates than existing distributed methods. The approximate Newton directions are obtained through matrix splitting techniques and sparse Taylor approximations of the inverse Hessian. We couple this descent direction with a distributed line search algorithm which requires the same information as our descent direction to compute. We show that, similarly to conventional Newton methods, the proposed algorithm exhibits superlinear convergence within a neighborhood of the optimal value. Numerical experiments corroborate that convergence times are between one to two orders of magnitude faster than existing distributed optimization methods. A connection with recent developments that use consensus to compute approximate Newton directions is also presented.

I. INTRODUCTION

This paper develops accelerated dual descent (ADD) algorithms for solving the minimum convex cost network flow problem using a limited number of local information exchanges while guaranteeing superlinear convergence to a neighborhood of the optimum. The convex min cost network flow problem and the study of its dual problem are key building blocks in the study of network optimization because they are close to combinatorial problems such as the shortest path problem, [1, Chapter 1], [2]. Solutions to min cost network flow problems have long been used in operations research and transportation networks [3], [4]. In particular, see the uncapped transshipment problem in [5]. Network flow problems and their duals are also relevant to computer vision [6] and the robust routing problem [7] where the objective is to choose a routing strategy with minimal variance when the edges are noisy communication channels.

Furthermore, the network flow problem is a key subproblem in wireless routing and resource allocation [8]. Our formulation is also a stepping stone for the queue stabilization problem in a capacitated network with multiple commodity types and stochastic arrival rates, [9], [10]. In [11], we build on [12] to characterize the effects of incorporating capacity constraints in the minimum cost network flow problem. In [13], we construct an accelerated backpressure algorithm (ABP), which applies the ADD framework to solve queue stabilization problem. ABP follows the from of backpressure but rather than routing based on differentials in queue lengths, we route based on differentials in queue priorities which are dual variables computed according to ADD.

Minimum convex cost network flow problems can be solved in a distributed manner via dual subgradient descent, [1]. Nodes keep track of variables associated with their outgoing edges and undertake updates based on their local variables and variables available at adjacent nodes. Analysis of subgradient methods for distributed convex optimization can be found in [14] and [15] with the latter taking into account uncertainty in the network structure. However, practical applicability of the resulting algorithms is limited by exceedingly slow convergence rates, [16]. An alternative distributed algorithm based on the Gauss Seidel method is present in [17]. Like gradient descent, Gauss Seidel is a first order method.

The natural alternative to accelerate convergence is to use second order Newton methods [18, Algorithm 9.2], but they cannot be implemented in a distributed manner because matrix inversion is a global operation. Early works on Newton type methods for network optimization are found in [19], [20]. Both of these methods, however, are not fully distributed because they require some level of global coordination. Efforts to overcome this shortcoming include approximating the Hessian inverse with the inverse of its diagonals [21] and the use of consensus iterations to approximate the Newton step [22]. Improvements over subgradient methods can be achieved through Nesterov type accelerated methods summarized in [23]. These methods work well when the proximal operator has a simple closed form. To be distributed we require that the proximal operator...
be computable using local information, which limits the convergence rates that can be achieved. Krylov subspace methods, in particular conjugate gradient descent can achieve second order convergence when computed centrally, see chapter 6 of [24]. Unfortunately, conjugate gradient and other second order Krylov subspace methods rely heavily on inner products for an orthogonalization procedure which leads to improved convergence rates, see chapter 9 of [25]. Even in the best case, these inner products violate the communication limitations for this problem, for example [20].

The dual Hessian is a weighted Laplacian of the graph representing our communication network. Using this structure we can approximate the dual Hessian inverse using local information. Our particular insight is to consider a Taylor’s expansion of the inverse Hessian [26, Section 5.8], which, being a polynomial with the Hessian matrix as variable, can be implemented through local information exchanges. More precisely, considering only the zeroth order term in the Taylor’s expansion yields an approximation to the Hessian inverse based immediately available information. The first order approximation requires information available at neighboring nodes and in general, the \( N \)th order approximation necessitates information from nodes located \( N \) hops away. The resultant family of ADD algorithms permits a tradeoff between the accuracy of the Hessian approximation and communication cost. We use ADD-\( N \) to represent the \( N \)th member of the ADD family which uses information from terminals \( N \) hops away. To guarantee global convergence of the ADD-\( N \) algorithm we further introduce an approximate backtracking line search based on the work in [27].

In Section II we introduce the convex network flow optimization problem formally and state our assumptions. Basic results in Section III demonstrate the effect of our assumptions on the dual formulation. We also review dual gradient descent and dual Newtons method before proposing the ADD algorithm in Section IV. In Section IV-B we introduce our distributed backtracking line search algorithm. The main result of the paper is our proof that the ADD family follows three distinct convergence phases, found in Section V. The first two phases are akin to the linear and quadratic phases of Newton’s method and in the terminal phase the Newton error begins to accumulate. In Section VI, we show that ADD can be implemented using a consensus scheme. We conduct numerical experiments in Section VII, demonstrating that ADD-\( N \) leads to a significant reduction in communication overhead as compared to gradient descent and the consensus based method. We evaluate the effect of using our distributed line search by comparing against solutions generated using a centralized line search. Finally, in Section VII-C we implement ADD-1 for the robust routing problem from [7] demonstrating practical convergence times where gradient descent is considered impractically slow.

II. Preliminaries

Consider a network represented by a directed graph \( G = (N, E) \) with node set \( N = \{1, \ldots, n\} \), and edge set \( E = \{1, \ldots, E\} \). The network is deployed to support a single information flow specified by incoming rates \( b_i > 0 \) at source nodes and outgoing rates \( b_i < 0 \) at sink nodes. Rate requirements are collected in a vector \( b \), which to ensure problem feasibility has to satisfy \( \sum_{i=1}^{n} b_i = 1^T b = 0 \). Our goal is to determine a flow vector \( x = [x_e]_{e \in E} \), with \( x_e \) denoting the amount of flow on edge \( e = (i, j) \). Flow conservation is enforced as \( Ax = b \), where \( A \) the \( n \times E \) node-edge incidence matrix defined

\[
[A]_{ie} = \begin{cases} 
1 & \text{if edge } e \text{ leaves node } i, \\
-1 & \text{if edge } e \text{ enters node } i, \\
0 & \text{otherwise.}
\end{cases}
\]

The Algebraic connectivity of \( G \) is the second smallest eigenvalue of the graph Laplacian \( AA' \). We define the penalty as a convex scalar cost function \( \phi_e(x_e) \) denoting the cost of \( x_e \) units of flow traversing edge \( e \). The convex min-cost flow network optimization problem is then defined as

\[
\text{minimize } f(x) = \sum_{e=1}^{E} \phi_e(x_e), \quad \text{subject to: } Ax = b. \tag{1}
\]

**Assumption 1.** The Network \( G \) has the following properties:

(a) Connected with algebraic connectivity lower bounded by a constant \( \omega \)

(b) Non-bipartite

In Assumption 1(a), we quantify the ability of the network to spread information via an algebraic connectivity bound. Assumption 1(b) that \( G \) is non-bipartite guarantees that the normalized Laplacian on the \( G \) has largest eigenvalue strictly upper bounded by 2.

Due to our use of \( \lambda \) for dual variables, we use \( \mu(X) \) to denote eigenvalues of a symmetric matrix \( X \in \mathbb{S}^n \) and we order them \( |\mu_1| \leq |\mu_2| \leq \cdots \leq |\mu_n| \).

**Assumption 2.** The objective functions \( \phi_e(\cdot) \) have the following properties for all \( e \):

(a) Twice continuously differentiable, strongly convex and satisfies

\[
\gamma \leq \phi''_e(\cdot) \leq \Gamma \]
Lemma 1. The dual objective $q(\lambda) = \lambda' (Ax(\lambda) - b) - f(x(\lambda))$ has the following properties.

(a) The dual Hessian is the weighted Laplacian

$$\nabla^2 q(\lambda) = \Lambda [\nabla^2 f(x(\lambda))]^{-1} \Lambda',$$

(b) is strongly convex on the subspace $1^\perp$ and satisfies

$$\frac{1}{M} v' v \leq v' \nabla^2 q(\lambda) v \leq \frac{1}{m} v' v \quad \forall v \in 1^\perp,$$

(c) and is a Lipschitz function of $\lambda$, i.e.,

$$||\nabla^2 q(\lambda) - \nabla^2 q(\bar{\lambda})|| \leq L ||\lambda - \bar{\lambda}||.$$

Proof: See Appendix A for the proof of Lemma 1.

Lemma 1 recovers the key assumptions of Newton’s Method defined in [18, Section 9.5], for the problem defined in (5). These results are direct consequences of Assumptions 1 and 2.

A. Gradient Descent

The benchmark distributed solution to (1) is the dual subgradient method. In our problem $q(\lambda)$ is differentiable so we have access to the gradient $g(\lambda) = \nabla q(\lambda)$. Consider an iteration index $k$, an arbitrary initial vector $\lambda_0$ and define iterates $\lambda_k$ generated by the following recursion

$$\lambda_{k+1} = \lambda_k - \alpha_k g_k \quad \text{for all } k \geq 0,$$

where $g_k = g(\lambda_k) = \nabla q(\lambda_k)$ denotes the gradient of the dual function $q(\lambda)$ at $\lambda = \lambda_k$. A first important observation here is that we can compute the gradient as $g_k = Ax(\lambda_k) - b$ with the vector $x(\lambda_k)$ having components $x_e(\lambda_k)$ as determined by (4) with $\lambda = \lambda_k$, [30, Section 6.4]. A second important observation is that because of the sparsity pattern of the node-edge incidence matrix $A$ the $i$th element $[g_k]_i$ of the gradient $g_k$ can be computed as

$$[g_k]_i = \sum_{e=(i,j)} x_e(\lambda_k) - \sum_{e=(j,i)} x_e(\lambda_k) - b_i.$$

The algorithm in (6)-(7) lends itself to distributed implementation. Each node $i$ maintains information about its dual iterates $[\lambda_k]_i$, and primal iterates $x_e(\lambda_k)$ of outgoing edges $e = (i,j)$. Gradient components $[g_k]_i$ are evaluated as per (7) using local primal iterates $x_e(\lambda_k)$ for $e = (i,j)$ and primal iterates of neighboring nodes $x_e(\lambda_k)$ for $e = (j,i)$. Dual variables are then updated as per (6). We proceed to update primal variables as per (4). This update necessitates local multipliers $[\lambda_k]_i$ and neighboring multipliers $[\lambda_k]_j$.

Distributed implementation is appealing because it avoids the cost and fragility of collecting all information at a centralized location. However, practical applicability of gradient descent algorithms is hindered by slow convergence rates; see e.g., [31], [32].

B. Newton’s Method

The Newton method is a scaled version of gradient descent. In lieu of (6) iterates are given by

$$\lambda_{k+1} = \lambda_k + \alpha_k d_k \quad \text{for all } k \geq 0,$$
where $d_k$ is the Newton direction at iteration $k$ and $\alpha_k$ is a properly selected step size. The Newton direction,

$$H_k d_k = -g_k,$$

(9)

where $H_k = H(\lambda_k) = \nabla^2 q(\lambda_k)$ is the Hessian of the dual function. From Lemma 1(a) we have

$$H_k = A[\nabla^2 f(x(\lambda_k))]^{-1} A'.$$

(10)

From the definition of $f(x)$ in (1) it follows that the primal Hessian $\nabla^2 f(x_k)$ is a diagonal matrix. From Assumption 1(a) we know $[\nabla^2 f(x_k)]^{-1}$ exists and can be computed locally because it is diagonal. From Lemma 1(a) we know that $H_k$ is a weighted Laplacian of the connected graph $\mathcal{G}$ and thus has rank $n-1$ and zero eigenvalue associate with the eigenvector $1$. Since $g_k \in 1^\perp$, the pseudo inverse can be used to exactly compute the Newton direction

$$d_k = -H_k^+ g_k.$$  

(11)

However, the pseudoinverse $H_k^+$ is a dense matrix and computing $d_k$ requires global information. We are therefore interested in approximations of the Newton direction requiring local information only.

IV. ACCELERATED DUAL DESCENT

To define an approximate Newton direction, i.e., one for which (9) is approximately true, we consider a finite number of terms of a suitable Taylor’s expansion representation of the Newton direction. In order to proceed with this approach we first define a matrix splitting.

**Definition 1.** Define the Matrix Splitting $H_k = D_k - B_k$, where diagonal matrix $D_k$ is constructed

$$[D_k]_{ii} = 2[H_k]_{ii} \quad \forall i \in \mathcal{V}$$

(12)

and the matrix $B_k$ is

$$[B_k]_{ii} = [H_k]_{ii} \forall i \quad \text{and} \quad [B_k]_{ij} = -[H_k]_{ij} \forall i, j.$$  

(13)

This splitting is motivated by the fact that the product $D_k^{-1/2} B_k D_k^{1/2} = 1/2(I + P)$ closely similar to a lazy random walk on $\mathcal{G}$, [33, Chapter 1] because $2D_k^{-1/2} P D_k^{1/2}$ is a random walk matrix with no self-loops. Using the lazy random walk which consists of adding self loops and rescaling the weights, removes any periodicity that would arise on the random walk. An important consequence is that $B_k$ is nonnegative and has eigenvalues in $[0,1]$. These properties come from the fact that $H_k$ is a weighted graph Laplacian as shown in Lemma 1(a). The Laplacian structure and connectedness of $\mathcal{G}$ also guarantee that $D_k$ is positive definite because the diagonals of $H_k$ must be positive. With our splitting, we can rewrite the Hessian as

$$H_k = D_k^{1/2} \left(I - D_k^{-1/2} B_k D_k^{-1/2}\right) D_k^{1/2}.$$  

(14)

The Hessian pseudo-inverse is given by

$$H_k^+ = D_k^{-1/2} \left(I - D_k^{-1/2} B_k D_k^{-1/2}\right)^{-1} D_k^{-1/2}.$$  

For the central term of this product we can use the Taylor’s expansion identity $(I - X)^t v = \left(\sum_{i=0}^\infty X^i\right) v$, which is valid for any vector $v$ orthogonal to the unstable eigenvectors of $X$, [26, Chapter 5]. In our case the Laplacian structure of $H$ and Assumption 1(b) guarantee that $-1 < \mu(D_k^{-1/2} B_k D_k^{-1/2}) / 1$, [33, Chapter 1] so we are restricted to the $n-1$ dimensional subspace orthogonal to $1$. Fortunately $g_k$ is orthogonal to $1$ so we define the approximate Newton direction as a truncated Taylor expansion.

**Definition 2.** We define the Approximate Newton Direction

$$d_k^{(N)} = -\sum_{r=0}^N D_k^{-1/2} \left(D_k^{-1/2} B_k D_k^{-1/2}\right)^r D_k^{-1/2} g_k,$$

(15)

and the Approximate Hessian Inverse on $1^\perp$

$$H_k^{(N)} = \sum_{r=0}^N D_k^{-1/2} \left(D_k^{-1/2} B_k D_k^{-1/2}\right)^r D_k^{-1/2}.$$  

(16)

which naturally arises from the form of our approximate Newton direction.

The approximate Newton algorithm is obtained by replacing the Newton step $d_k$ in (8) by its approximations $d_k^{(N)} = -H_k^{(N)} g_k$. The resultant algorithm is characterized by the iteration

$$\lambda_{k+1} = \lambda_k - \alpha_k H_k^{(N)} g_k.$$  

(17)

The choice of $N$ in (15) dictates how much information node $i$ needs from the network to compute the $i$th element of the approximate Newton direction $d_k^{(N)}$—recall that node $i$ is associated with dual variable $\lambda_k$.

For the zeroth order approximation $d_k^{(0)}$ only the first term of the sum in (15) is considered and it therefore suffices to have access to the information in $D_k$ to compute the approximate Newton step. Notice that the approximation in this case reduces to $d_k^{(0)} = D_k^{-1/2} g_k$ implying that we approximate $H_k^{-1}$ by the inverse diagonals which coincides with the method in [21]. The first order approximation $d_k^{(1)}$ uses the first two terms of the sum in (15) yielding $d_k^{(1)} = (D_k^{-1/2} + D_k^{-1/2} B_k D_k^{-1/2}) g_k$. The key observation here is that the sparsity pattern of $B_k$; it is a weighted adjacency matrix. As a consequence, to compute the $i$th element of $d_k^{(1)}$ node $i$ needs...
to collect information that is either locally available or available at nodes that share an edge with \(i\). For the second order approximation \(d_k^{(2)}\) we add the term \((D_k^{-1}B_k)^2D_k^{-1}\) to the approximation \(d_k^{(1)}\). The sparsity pattern of \((D_k^{-1}B_k)^2D_k^{-1}\) is that of \(B_k^2\), which has nonzero entries matching the 2-hop neighborhoods of each node. Therefore, to compute the \(i\)th element of \(d_k^{(2)}\) node \(i\) requires access to information from neighboring nodes and from neighbors of these neighbors. In general, the \(N\)th order approximation adds a term of the form \((D_k^{-1}B_k)^N D_k^{-1}\) to the \(N-1\)st order approximation. The sparsity pattern of this term is that of \(B_k^N\), which coincides with the \(N\)-hop neighborhood, and computation of the local elements of the Newton step necessitates information from \(N\) hops away. We thus interpret (15) as a family of approximations indexed by \(N\) that yields Hessian approximations requiring information from \(N\)-hop neighbors in the network. This family of methods offers an explicit trade off between communication cost and precision of the Newton direction. We analyze convergence properties of these methods in the coming sections.

**A. Basic properties**

A basic guarantee for any iterative optimization algorithm is to show that it eventually approaches a neighborhood of the optimal solution. This is not immediate for ADD as defined by (17) because the errors in the \(\bar{H}_k^{(N)}\) approximations to \(H_k^\dagger\) may be significant. Notwithstanding, it is possible to prove that the \(\bar{H}_k^{(N)}\) approximations are positive definite for all \(N\) and from there to conclude that the \(\lambda_k\) iterate in (17) eventually approach a neighborhood of the optimal \(\lambda^*\). This claim is summarized in the following theorem, for proof see [30, Proposition A.24].

**Theorem 1.** Let \(\lambda^*\) denote the optimal argument of the dual function \(q(\lambda)\) of the optimization problem in (1) and consider the ADD-N algorithm characterized by iteration (17) with \(\bar{H}_k^{(N)}\) as in (15). Assume \(\alpha_k = \alpha\) for all \(k\) and that the network graph is not bipartite. Then, for all sufficiently small \(\alpha\),

\[
\lim_{k \to \infty} \lambda_k = \lambda^*. \tag{18}
\]

By continuity of (4), convergence of the dual variable to an error neighborhood implies convergence of the primal variables to an error neighborhood. Theorem 1 is the weakest convergence proof we present but it is included because it serves as a benchmark for algorithm performance. Also, Theorem 1 uses a fixed step size which in many applications of interest is more practical than implementing a line search method.

**Definition 3.** We define the Newton Error to be

\[
\epsilon_k = H_k d_k^{(N)} + g_k. \tag{19}
\]

This is a measure of the deviation from true Newton direction because \(H_k d_k = -g_k\) [cf. (9)] where \(d_k\) is the true Newton direction, which is equivalent to having \(\epsilon_k = 0\) in (19). Therefore, the Newton step approximation error \(\epsilon_k\) quantifies the deviation of the approximate Newton steps \(d_k^{(N)}\) with respect to the actual Newton step \(d_k\).

An important property of ADD-N is that the deviation \(\epsilon_k\) can be bounded for an arbitrary network and a given \(N\). This fact is proven in the following lemma.

**Lemma 2.** Define \(\tilde{\rho} \in (0,1)\) such that \(\tilde{\rho} > |\mu_{n-1}(B_kD_k^{-1})|\) is a uniform upper bound on the second largest eigenvalue modulus of \(B_kD_k^{-1}\). Then, the norms of the Newton approximation errors \(\epsilon_k\) defined in (19) satisfy

\[
\|\epsilon_k\| \leq \tilde{\rho}^{N+1}\|g_k\|. \tag{20}
\]

**Proof:** We begin eliminating the summation from our expression of the Newton error by observing that a telescopic property emerges.

\[
H_k d_k^{(N)} + g_k = H_k \left( -\sum_{i=0}^{N} (D_k^{-1}B_k)^i D_k^{-1} g_k \right) + g_k
\]

\[
= \left( I - (D_k - B_k) \sum_{i=0}^{N} (D_k^{-1}B_k)^i D_k^{-1} \right) g_k
\]

\[
= \left( I - \sum_{i=0}^{N} (B_kD_k^{-1})^i - (B_kD_k^{-1})^{N+1} \right) g_k
\]

We introduce the matrix \(V \in \mathbb{R}^{n \times n-1}\), made up of \(n-1\) orthonormal columns spanning \(1^\perp\). We observe that \(VV' = I_n - n^1\), and since \(g \in 1^\perp\) we have \(g = VV'g\). Our descent occurs in \(1^\perp\) so we restrict our analysis to this subspace. Recall that \(|\mu_{n-1}(X)|\) is the second largest eigenvalue modulus of the matrix \(X\). We have

\[
\|\epsilon_k N+1 VV' g_k\| \leq \|\epsilon_k N+1 VV' g_k\| \leq |\mu_{n-1}(B_kD_k^{-1})| N+1 \|g_k\|
\]

from the triangle inequality. Lemma 1[b] tells us that \(H_{1i} \leq 1/m = n/\gamma\) by choosing \(v\) such that \(v_i = 1\) and \(v_j = 0\) for all \(j \neq i\). Using the fact that \(\sum_j B_{ij} H_{1i}\) and the eigenvalue bound from [34] we have

\[
|\mu_{n-1}(B_kD_k^{-1})| \leq 1 - \frac{\gamma}{n^2 (1 + \text{diam}(G))} \tag{21}
\]

where \(\text{diam}(G)\) is the diameter of the graph \(G\), and we Equation (21) shows by construction that there exists one such bound \(\tilde{\rho} \in (0,1)\).
Lemma 2 establishes the eigenvalue bound $\bar{\rho}$ as a key coefficient capturing the ability of information to spread through the network. Its appearance is natural because the accuracy of our local approximations to the Newton step depend on the network’s ability to percolate information. Another key observation about Lemma 2 is that the Newton step approximation error is proportional to the norm of the dual gradient. Another way to interpret Lemma 2 is to observe that the relative Newton error of the dual gradient approaches zero as iterations progress towards the optimum. The dual optimum argument, the approximation error norm also approaches zero as iterations progress towards the optimum.

Analysis of the Newton’s method takes advantage of the conditioning assumption in Assumption 1(a) by using the inverse eigenvalue bounds

$$ m v' v \leq v' H(\lambda) v \leq M v' v \quad \forall v \in 1^+ $$

(22)

Since we do not use the exact pseudo inverse we need to prove that these bounds hold for our approximate Hessian inverse.

Lemma 3. The approximate inverse Hessian remains well conditioned in the subspace $1^+$. I.e., for given ADD family index $N$ and dual variable $\lambda$ it holds that for all vectors $v \in 1^+$

$$ \frac{m}{2} v' v \leq v' \bar{H}^{(N)}(\lambda) v \leq M v' v $$

(23)

for any $\lambda$ where $m$ and $M$ are defined in Lemma 1(b).

Proof: Consider the definition of $\bar{H}^{(N)}$ in equation (16) along with the Taylor expansion of the pseudoinverse with $v$ in the invertible subspace $1^+$

$$ v' \bar{H}^{(N)}_k v = v' \left( \bar{H}^{(N)}_k + \sum_{\gamma=N+1}^\infty D_k^{-\frac{1}{2}} B_k D_k^{-\frac{1}{2}} \right) v $$

(24)

Since each term $D_k^{-\frac{1}{2}} B_k D_k^{-\frac{1}{2}}$ is positive semidefinite due to our splitting choice in Definition 1 we have

$$ v' \bar{H}^{(N)}_k v \geq v' \bar{H}^{(N)} v $$

(25)

and from (3) we achieve the desired upper bound. Again consider the definition of $\bar{H}^{(N)}$ in equation (16), this time removing the first term from the sum

$$ v' \bar{H}^{(N)}_k v = v' D_k^{-1} v + v' \left( \sum_{\gamma=1}^{N} D_k^{-\frac{1}{2}} B_k D_k^{-\frac{1}{2}} \right) v $$

(26)

Since each turn in the sum is positive semidefinite from our splitting choice in Definition 1 we have

$$ v' \bar{H}^{(N)}_k v \geq v' D_k^{-1} v. $$

(27)

Recall that $[D_k]_{ii} = 2[H_k]_{ii}$. From Assumption 1(b) tells us $[H_k]_{ii} = \mathbb{I}(i)' H_k \mathbb{I}(i) \leq 1/m$ where $\mathbb{I}(i)$ is the indicator vector for node $i$. Inverting $[D_k]^{-1} = 1/2[H_k]^{-1} \geq m/2$ and subbing into (27), we recover the desired lower bound.

Lemma 3 guarantees uniform conditioning and strong convexity of our approximate Hessian inverse on the subspace in which we are descending. In fact, this property holds for vectors in the span of $1$ as well but since we restrict our descent to the subspace $1^+$, we only need it to hold within that subspace. This result guarantees that the conditioning of the approximate Hessian inverse is at most a factor of 2 worse than the conditioning of the Hessian itself.

B. Distributed backtracking line search

Algorithms ADD-N for different $N$ differ in their information dependence. Our goal is to develop a family of distributed backtracking line searches parameterized by the same $N$ and having the same information dependence. The idea is that the $N$th member of the family of line searches is used in conjunction with the $N$th member of the ADD family to determine the step and descent direction in (17). As with the ADD-N algorithm, implementing the distributed backtracking line search requires each node to get information from its $N$-hop neighbors.

Centralized backtracking line searches are typically intended as a method to find a stepsize $\alpha$ that satisfies Armijo’s rule. This rule requires the stepsize $\alpha$ to satisfy the inequality

$$ q(\lambda + \alpha d) \leq q(\lambda) + \sigma \alpha d' g, $$

(28)

for given descent direction $d$ and search parameter $\sigma \in (0, 1/2)$. The backtracking line search algorithm is then defined as follows.

Algorithm 1. Consider the objective function $q(\lambda)$ and given variable value $\lambda_k$ and a descent direction $d_k$ and dual gradient $g_k = \nabla q(\lambda_k)$. The backtracking line search algorithm is:

- Initialize $\alpha = 1$
- while $q(\lambda_k + \alpha d_k) > q(\lambda_k) + \sigma \alpha d_k' g_k$
  - $\alpha = \alpha \beta$
- end

The scalars $\beta \in (0, 1)$ and $\sigma \in (0, 1/2)$ are given parameters.

This line search algorithm is commonly used with Newton’s method because it guarantees a strict decrease in the objective and
once in an error neighborhood it always selects $\alpha = 1$ allowing for quadratic convergence, [18, Section 9.5].

In order to create a distributed version of the backtracking line search we need a local version of the Armijo rule. We start by decomposing the dual objective $q(\lambda) = \sum_{i=1}^{n} q_i(\lambda)$ where the local objectives $q_i(\lambda)$ are defined as

$$q_i(\lambda) = \sum_{e=(i,j)} -\phi_e(x_e(\lambda)) + \lambda_i(a'_i x(\lambda) - b_i),$$

(29)

where the vector $a'_i$ denotes the $i$th row of the incidence matrix $A$. Observe that according to (29) and the sparsity pattern of $A$ the local objective $q_i(\lambda)$ depends only on the local dual variable $\lambda_i$ and flow variables $x_e$ for links adjacent to $i$.

Leveraging the definition in (29), we define an $N$-parameterized local Armijo rule.

**Definition 4.** Define the Local Armijo Rule to be the condition that step size $\alpha_i$ must satisfy

$$q_i(\lambda + \alpha_i d) \leq q_i(\lambda) + \sigma \alpha_i \sum_{j \in N_i(N)} d_j g_j,$$

(30)

for all $i$ where $N_j(N)$ is the set of $N$-hop neighbors of node $j$, the scalar $\sigma \in (0,1/2)$ is the same as in (28), $g = \nabla q(\lambda)$ and $d$ is a descent direction.

Each node is able to compute its own step size $\alpha_i$ satisfying (30) using information from its $N$-hop neighborhood. We define a distributed backtracking line search according to the following algorithm.

**Algorithm 2.** Given local objectives $q_i(\lambda_k)$ satisfying $\sum_i q_i(\lambda_k) = q(\lambda_k)$, descent direction $d_k$ and dual gradient $g_k = \nabla q(\lambda_k)$.

for $i = 1 : n$

Initialize $\alpha_i = 1$

while $q_i(\lambda + \alpha_i d) > q_i(\lambda) + \sigma \alpha_i \sum_{j \in N_i(N)} [d_k]_j [g_k]_j$

$\alpha_i = \alpha_i \beta$

end

end

The scalars $\beta \in (0,1)$, $\sigma \in (0,1/2)$ and $N \in \mathbb{Z}_+$ are given parameters.

The distributed backtracking line search described in Algorithm 2 works by allowing each node to execute its own modified version of Algorithm 1 using only information from $N$-hop neighbors. The $\alpha_i$’s generated by Algorithm 2 are not a traditional step size because in general it does not preserve the descent direction. To use Algorithm 2 with the ADD method we need to restate the ADD-$N$ iteration as

$$\lambda_{k+1} = \lambda_k - A_k H_k^{(N)} g_k$$

(31)

where $A_k$ is a diagonal matrix containing the steps $\alpha_i$ at time $k$. This would appear to undo the benefit of using an approximate Newton descent direction but in fact we are guaranteed to make progress toward the optimal as long as we are outside a neighborhood of the optimal. Once inside that neighborhood $A_k = I$ which recovers the update in (17) with a step size equal to $\alpha_k = 1$. These analytical results will be proven in the following section.

V. CONVERGENCE RATE

The basic guarantee in Theorem 1 is not stronger than convergence results for gradient descent. Our goal is to show that the approximate Newton method in (17) combined with the distributed line search in Algorithm 2 exhibits global convergence and local quadratic convergence once sufficiently close to the optimum. These properties are akin to corresponding properties of centralized (exact) Newton algorithms and are presented in the following theorem.

**Theorem 2.** Consider an ADD-N algorithm with iterates $\lambda_k$ as defined by (31) with approximate Newton step $H_k^{(N)} g_k$ as in (15) for given $N$. The step size $A_k$ is selected according to the approximate backtracking line search defined in Algorithm 2 with parameters

$$\sigma \in \left(0, \frac{1 + 2 \bar{\rho}^{N+1}}{6} \right)$$

(32)

and $\beta \in (0,1)$. Define the constant $\bar{\rho} > \rho (B_k D_k^{-1}) \in (0,1)$ as a uniform upper bound on the largest eigenvalue modulus of the product of splitting matrices $D_k - B_k = H_k$. With the conditioning constants $\rho$ and $M$ and the Lipschitz constant $L$ as defined in Lemma 1:

(i) **Strict Decrease Phase.** For gradient at iteration $k$ satisfying

$$\|g_k\| > \eta := \frac{3(1 - 2\sigma)}{LM^2}$$

the dual objective is reduced by at least $\frac{1}{2} \beta \bar{\alpha} M N \eta^2$, i.e.,

$$q(\lambda_{k+1}) \leq q(\lambda_k) - \frac{1}{2} \beta \bar{\alpha} M N \eta^2.$$

(34)

(ii) **Quadratic Phase.** For gradient at iteration $k$ satisfying

$$\frac{2(1 - \bar{\rho}^{N+1})}{LM^2} \|g_k\| \leq \frac{3(1 - 2\sigma)}{LM^2}$$

(35)

the gradient norm the ADD-N algorithm converges quadratically, i.e.,

$$\|g_{k+1}\| \leq \frac{LM^2}{2(1 - \bar{\rho}^{N+1})} \|g_k\|^2.$$

(36)
(iii) Terminal Phase. For gradient at iteration $k$ satisfying
\[ \|g_k\| \leq \frac{2(1-\bar{\rho}^{N+1})}{LM^2} \]  
the ADD-N algorithm satisfies $\|g_{k+1}\| \leq \|g_k\|$ and thus remains in within the neighborhood. Further progress may be made but is not guaranteed.

According to Theorem 2, ADD-N algorithms exhibit three convergence phases with boundaries between them occurring over ranges of the norm of the dual gradient $\|g_k\|$. The first phase occurs when the gradient norm is greater than $3(1-2\sigma)/LM^2$, during which there is a strict decrease in the dual objective. This strict decrease guarantees that the second phase is reached. The second and third phases are characterized by a step size selection $A_k = I$ [c.f. (31)] or equivalently $\alpha_k = 1$ [c.f. (17)]. Our restriction that the $\bar{\rho} \in (1, (1+2\rho^{N+1})/6)$ is used to guarantee we do not skip the second phase and go straight to the third phase. During the second phase the residual, $\|g_k\|$ decreases quadratically implying that the accuracy of $\bar{\lambda}_k$ as an approximation of $\lambda^*$ improves rapidly. The quadratic decrease in the residual during the second phase implies that the third and terminal phase is eventually reached. When the gradient norm reaches $2(1-\bar{\rho}^{N+1})/LM^2$ convergence of ADD-N slows down to a linear rate or can in rare cases stop. The first two phases parallel corresponding phases for the canonical centralized Newton Method, [18, Chapter 9]. The third phase is unique to ADD-N. It corresponds to a situation in which the errors in the approximation $H_k^{(N)}g_k$ of the Newton step $H_kg_k$ become comparable to the value of the step itself. Notice that while the errors in the Newton step slow down the convergence rate, they generally do not halt the progress of ADD-N towards null residual.

The complete proof of Theorem 2 is presented in sections V-A and V-B. Section V-A starts with a generalization of the descent lemma [30, Section A.5] and analyzes the distributed backtracking line search of Section IV-B to prove the existence of the strict decrease phase of Part (i). In Section V-B we characterize the conditions for quadratic convergence, which we leverage to prove parts (ii) and (iii). These results do not require the distributed line search as they simply require a fixed stepsize $\alpha = 1$ which in the case of the distributed line search is guaranteed.

Remark 1. Theorem 2 tells us that network structure affects the performance of ADD-N algorithms through the eigenvalue bound $\bar{\rho} > \rho (B_kD_k^{-1})$ because the residual range during which ADD-N experiences quadratic convergence is lower bounded by $\|g_k\| < \bar{\rho}^{N+1}$. For small $\bar{\rho}$ this range is significant. As $\bar{\rho}$ approaches 1, however, this range shrinks thereby slowing the overall convergence rate. Thus, it is fair to say that ADD-N works well in networks with small $\bar{\rho}$ while networks with large $\bar{\rho}$ are difficult in that they require larger $N$ to experience the same rate of convergence. From the bound in (21) we can infer topological conditions for this to happen. This bound approaches 1 if some of the following situations happen: (i) The number of nodes $n$ is large. (ii) The graph diameter $\text{diam}(G)$ is large. (iii) While not directly obvious from (21), its derivation from [34] indicates that $\bar{\rho}$ tends toward 1 when then network has large maximum degree, $\Delta(G)$.

Poor performance for large $n$ and large $\text{diam}(G)$ matches the intuition that convergence towards $\lambda^*$ necessitates propagation of information through the network. Poor performance for large $\Delta(G)$ is counterintuitive but not incongruous with results on consensus on scale free networks, [35]. For a graph of fixed size $n$ the network structure for which the bound in (21) is smallest is the one with the minimum product $\Delta(G)\text{diam}(G)$ of maximum degree and diameter. Small world networks [36] have small degree and small diameter by design. It has already being observed that networks which have simultaneously low diameter and low maximum degree have desirable properties in engineered systems, such as fault tolerance and algebraic connectivity, [37].

A. Strict Decrease Phase – Proof of Theorem 2, part (i)

Traditional analysis of the centralized backtracking line search of Algorithm 1 leverages a lower bound on the stepsize $\alpha$ to prove strict decrease. We take a similar approach here and begin by finding a global lower bound on the stepsize $\bar{\alpha} \leq \alpha_i$ that holds for all nodes $i$. Before proceeding with the Lemma, we define some additional notation. The locally observable gradient vector at node $i$ is given by
\[ \tilde{g}^{(i)} \begin{cases} g_k & i \in \mathcal{N}^{(N)}_i \\ 0 & \text{else} \end{cases} \] 
where $\mathcal{N}^{(N)}_i$ is the extended neighborhood of node $i$ including all $N$ hop neighbors. Further define the local update vector
\[ \tilde{\delta}^{(i)}_k = -\tilde{H}^{(N)} \tilde{g}^{(i)}_k \] 
and finally define a reduced Hessian $\nabla^2 q_i(\lambda) = \tilde{H}^{(i)}(\lambda)$ by setting to zero the rows and columns corresponding to nodes outside of the
neighborhood $\mathcal{N}_i^{(N)}$,
\[
\left[H^{(i)}(\lambda)\right]_{s,j} = \begin{cases} 
[H(\lambda)]_{s,j} & \text{if } s,j \in \mathcal{N}_i^{(N)} \\
0 & \text{else }
\end{cases}.
\]
(40)

Since the elements of $H$ already satisfy $H_{ij} = 0$ for all $i,j \notin \mathcal{E}$ the resulting $H^{(i)}$ has the structure of a principal submatrix of $H$ with the deleted rows left as zeros.

**Lemma 4.** Consider the distributed line search in Algorithm 2 with parameter $N$, starting point $\lambda = \lambda_k$ and descent direction $d = d_k^{(N)} = -\bar{H}_k^{(N)} g_k$ computed by the ADD-N algorithm [cf. (15)].

The stepsize
\[
\hat{\alpha} = (1 - \sigma) \frac{m^2}{M^2}
\]
satisfies the local Armijo rule in (30), i.e.,
\[
q_i(\lambda_{k+1}) \leq q_i(\lambda_k) + \sigma \hat{\alpha} \sum_{j \in \mathcal{N}_i^{(N)}} [d_k]_j [g_k]_j
\]
for all network nodes $i$ and all $k$.

**Proof:** See Appendix B.

According to Lemma 4 we have
\[
q_i(\lambda_{k+1}) - q_i(\lambda_k) \leq \hat{\alpha} \sigma d_k^{(i)} \tilde{d}^{(i)}
\]
because $\hat{\alpha}$ is a lower bound on $\alpha_i$. Therefore, Algorithm 2 exits with $\alpha \in (\hat{\beta} \hat{\alpha}, \hat{\alpha})$ and any $\alpha \leq \hat{\alpha}$ satisfies the exit condition in (30) therefore
\[
q_i(\lambda_{k+1}) - q_i(\lambda_k) \leq \beta \hat{\alpha} \sigma d_k^{(i)} \tilde{d}^{(i)}.
\]
Applying Lemma 3 with the definition of $\tilde{d}^{(i)}$ we get
\[
q_i(\lambda_{k+1}) - q_i(\lambda_k) \leq - \frac{\beta \hat{\alpha} \sigma m}{2} \| \tilde{d}_k^{(i)} \|^2.
\]
(41)

Summing over all $i$ and applying $\sum_{i=1}^n q_i(\lambda) = q(\lambda)$, we have
\[
q(\lambda_{k+1}) - q(\lambda_k) \leq - \frac{\beta \hat{\alpha} \sigma m}{2} \sum_{i=1}^n \| \tilde{d}_k^{(i)} \|^2.
\]
(42)

Using the definition of the 2-norm we can write
\[
\sum_{i=1}^n \| \tilde{d}_k^{(i)} \|^2 = \sum_{i=1}^n \sum_{j \in \mathcal{N}_i^{(N)}} [g_k]_j^2.
\]
Counting the appearance of each $[g_k]_j^2$ term in this sum we have that $\sum_{i=1}^n \sum_{j \in \mathcal{N}_i^{(N)}} [g_k]_j^2 = \sum_{i=1}^n |\mathcal{N}_i^{(N)}| [g_k]_j^2$.

Since the network is connected it must be $|\mathcal{N}_i^{(N)}| \geq N$, from which it follows $\sum_{i=1}^n \sum_{j \in \mathcal{N}_i^{(N)}} [g_k]_j^2 \geq N \sum_{i=1}^n [g_k]_j^2$. Substituting this expression into (42) yields
\[
q(\lambda_{k+1}) - q(\lambda_k) \leq - \frac{\beta \hat{\alpha} \sigma m N}{2} \sum_{i=1}^n [g_k]_j^2.
\]

Observe now that $\sum_{i=1}^n [g_k]_j^2 = \| g_k \|^2$ and substitute the lower bound $\eta < \| g_k \|$ to obtain the desired relation. This completes the proof of Theorem 2 part (i).

**B. Quadratic and Terminal Convergence Phases – Proof of Theorem 2, parts (ii) and (iii)**

The result in Theorem 2 part (i) guarantees global convergence into any error neighborhood $\| g_k \| \leq \eta$ around the optimal value because the dual objective is strictly decreasing by, at least, the noninfinitesimal quantity $\beta \hat{\alpha} \sigma m N \eta^2/2$ while we remain outside of this neighborhood. In particular, we are guaranteed to reach a point inside the neighborhood $\| g_k \| \leq \eta = 3(1 - 2\sigma)/LM^2$. Once this condition is met, we show that convergence towards the optimum is quadratic. The first step in proving that result is to show that step size $A_k = I$ is always selected as claimed in the following lemma.

**Lemma 5.** Consider the distributed line search in Algorithm 2 with parameter $N$, starting point $\lambda = \lambda_k$, and descent direction $d = d_k^{(N)} = -\bar{H}_k^{(N)} g_k$. If the search parameter $\sigma$ is chosen such that
\[
\sigma \in \left(0, \frac{1}{2}\right)
\]
and the norm of the dual gradient satisfies
\[
\| g_k \| \leq \frac{3}{LM^2} (1 - 2\sigma),
\]
then Algorithm 2 selects stepsize $\alpha_i = 1$ for all $i$.

**Proof:** See Appendix C.

To complete the proof we return to the ADD-N update in (17) and set $A_k = 1$. With this restriction we derive a generalization of the descent lemma that allows us to capture the impact of the approximation of the Newton direction on the convergence rate.

**Lemma 6.** Consider an ADD-N algorithm with iterates $\lambda_k$ as defined by (17), approximate Newton step $H_k^{(N)} g_k$ as in (31), and stepsize $A_k = I$. The norm of the dual gradient $\| g_k \|$ is reduced at each iteration according to the relation
\[
\| g_{k+1} \| \leq \frac{LM^2}{2} \| g_k \|^2 + \bar{\rho}^{N+1} \| g_k \|
\]
(43)

where the Lipshitz constant, $L$ and strict convexity coefficient, $M$ are defined in Lemma 1 and $\bar{\rho}$ is a uniform bound eigenvalue bound defined in (21).

**Proof:** Consider the gradient norm $\| g_{k+1} \|$ at iteration $k+1$ and the definition of the Newton step approximation error $\epsilon_k = H_k d_k^{(N)} + g_k$ at iteration $k$ as given in (19). We can then write
\[
\| g_{k+1} \| = \| g_{k+1} + \epsilon_k - H_k d_k^{(N)} - g_k \|
\]
because the last three terms in the right hand side cancel each other
out. Apply now the triangle inequality to write
\[\|g_{k+1}\| \leq \|g_{k+1} - g_k - H_k d_k^{(N)}\| + \|\epsilon_k\| .\]
The expression \(\|g_{k+1} - g_k - H_k d_k^{(N)}\|\) can be rewritten as the integral
\[\| \rho k \left( H(\lambda_k + td_k^{(N)}) - H(\lambda_k) \right) d_k^{(N)} \|\]
using the definitions of \(g_k\) and \(H_k\) as the gradient and Hessian of the dual object \(q(\lambda_k)\) defined in (51). By Lipschitz continuity as required in Lemma 1, this expression is less than \(L/2\|d_k^{(N)}\|^2\), yielding
\[\|g_{k+1}\| \leq L/2\|d_k^{(N)}\|^2 + \|\epsilon_k\| .\]
To bound the first term in the expression above consider the definition of the approximate Newton step \(d_k^{(N)} = -H_k^{(N)} g_k\) in (19) combined with (22) to get \(\|d_k\| < M\|g_k\|\). We conclude that
\[\|g_{k+1}\| \leq \frac{LM^2}{2} \|g_k\|^2 + \|\epsilon_k\| .\]
To complete the proof just observe that according to Lemma 2 the error norm \(\|\epsilon_k\|\) is bounded above by \(\tilde{\rho}^{N+1}\|g_k\|\).

Lemma 6 shows that the reduction in the dual gradient at each iteration, (62) has a linear term and a quadratic term. The first (quadratic) term is the same term that appears in the analysis of Newton’s method, [18, Chapter 9]. The second (linear) term corresponds to the error in the step approximation due to the truncation of the series in (15). Since \(\tilde{\rho} < 1\) the coefficient of the linear term can be made small with respect to that of the quadratic term for suitably selected \(N\).

Parts (ii) and (iii) of Theorem 2 are simple characterizations of the values of the dual gradient \(\|g_k\|\) for which the quadratic and linear terms dominate (62), respectively. Let us begin by characterizing the quadratic phase. Applying Lemma 6 we observe that when \(2(1 - \tilde{\rho}^{N+1})/LM^2 < \|g_k\|\), we can rewrite the relation from Lemma 6 as
\[\|g_{k+1}\| < \frac{LM^2}{2(1 - \tilde{\rho}^{N+1})}\|g_k\|^2 ,\] (44)
Simplifying algebraically we have
\[\|g_{k+1}\| < \frac{LM^2}{2(1 - \tilde{\rho}^{N+1})}\|g_k\|^2 ,\] (45)
which coincides with the relationship in (36) that corresponds to the claim in Part (ii) of Theorem 2. We claim quadratic convergence because substituting \(2(1 - \tilde{\rho}^{N+1})/LM^2 < \|g_k\|\) into (45) we guarantee that \(\|g_{k+1}\| < \|g_k\|\). Finally in order guarantee the quadratic phase is realized we require that
\[\frac{2(1 - \tilde{\rho}^{N+1})}{LM^2} < \frac{3(1 - 2\sigma)}{LM^2}
\]
which is achieved by limiting the line search parameter to \(\sigma \in (0, 1/6 + \tilde{\rho}^{N+1}/3)\).

For the terminal phase we consider \(\|g_k\| \leq 2(1 - \tilde{\rho}^{N+1})/LM^2\) and subbing into (43) and simplifying we have
\[\|g_{k+1}\| \leq \frac{LM^2}{2} \frac{2(1 - \tilde{\rho}^{N+1})}{LM^2} \|g_k\| + \tilde{\rho}^{N+1}\|g_k\| = \|g_k\| .\] (46)
which coincides with the relationship in Part (iii) of Theorem 2. We observe that the terminal phase does not guarantee further progress towards the optimal. It does guarantee that we stay within the neighborhood \(\|g_k\| \leq 2(1 - \tilde{\rho}^{N+1})/LM^2\) but in practice we do not observe any cessation of progress in our numerical experiments; see Section VII.

VI. Consensus Implementation

We formulate ADD-N as a finite step analogue to the Consensus-Based Newton in [22] where we use the lazy random walk splitting in place of the splitting presented in that work. Defining a consensus scheme to solve the Newton equation, (9) we have the following update
\[d_k^{(r+1)} = D_k^{-1} B_k d_k^{(r)} - D_k^{-1} g_k ,\] (47)
where the splitting \(H_k = D_k - B_k\) is the splitting from Definition 1. In this case we can limit communication costs by iteratively sharing information with 1-hop neighbors, rather than needing to send information to entire \(N\)-hop neighborhoods directly. Choosing the initial value to be \(d_k^{(0)} = -D_k^{-1} g_k\) results in a sequence of approximations of the Newton direction as follows
\[d_k^{(0)} = -D_k^{-1} g_k = -\tilde{H}_k^{(0)} g_k ,\]
\[d_k^{(1)} = D_k^{-1} B_k (-D_k^{-1} g_k) - D_k^{-1} g_k = -\tilde{H}_k^{(1)} g_k \]
\[\vdots ,\]
\[d_k^{(R)} = -\sum_{r=0}^{R} D_k^{-\frac{1}{2}} (D_k^{-\frac{1}{2}} B_k D_k^{-\frac{1}{2}})^r D_k^{-\frac{1}{2}} g_k = -\tilde{H}_k^{(R)} g_k .\]
We observe that after \(R\) consensus iterations our approximation \(d_k^{(R)}\) is the same approximation arrived at by using ADD-N with \(N = R\).

VII. Numerical Results

We use numerical experiments to verify the practicality of the ADD-N algorithm. Our first key result is that the ADD-N algorithm requires significantly fewer iterations to converge than the gradient algorithm, [14] and can be executed with much smaller communication overhead than the consensus based Newton algorithm, [22]. The second is that the distributed line search method outlined in Algorithm 2 can be substituted for Algorithm 1 without loss of
The number of communications per iteration is very large for the first while consensus can require arbitrarily many communications. The orders orders of magnitude faster than gradient descent. As shown order of magnitude faster than consensus-based Newton and two orders of magnitude faster than gradient descent. 

"information exchange" as a transmit/receive event where each node exchange information with their neighbors.

"information exchange" as a transmit/receive event where each node exchange information with their neighbors. We define one "information exchange" as a transmit/receive event where each node i updates any subset of its local copies of variables belonging to its neighbors \( j \in N_i \). All versions of ADD are about an order of magnitude faster than consensus-based Newton and two orders orders of magnitude faster than gradient descent. As shown in Fig. 2, ADD-N has a fixed communication cost per iteration while consensus can require arbitrarily many communications. The number of communications per iteration is very large for the first few iterations of consensus-based Newton. It is clear that a major benefit of the ADD family is that unlike the consensus based Newton algorithm, precious communication resources are not wasted computing an extremely accurate Newton direction in early iterations when the return on this investment is minimal. Fig. 2 also shows that once the consensus Newton algorithm reaches its local phase it requires a very small number of dual iterations to remain below the error threshold. Intuitively, we expect the ADD-N algorithm to do as well as consensus Newton even with small N, once in the quadratic phase is reached. Another important conclusion of Fig. 1 is that even though increasing N in ADD decreases the number of iterations required, there is not a strict decrease in the number of communications. Indeed, as can be seen from Fig. 1, ADD-2 requires fewer communications than ADD-3. This fact demonstrates an inherent trade off between spending communication instances to refine the Newton step \( d_k^{(N)} \) versus using them to take a step. We further examine this phenomenon in Fig. 3(b). These experiments are on random graphs with 25 nodes and 75 edges chosen uniformly at random. The flow vector \( b \) is selected by placing a source and a sink at diam(\( G \)) away from each other. We consider an algorithm to have converged when its residual \( \| g_k \| \leq 10^{-10} \).

Fig. 3(a) summarizes the the comparison between the ADD family and existing methods. Using ADD-N for any small N, is not only an order of magnitude faster than the next fastest approach, consensus-based Newton but it is significantly more consistent. This consistency is due to the fixed number of dual iterations needed to approximate
Fig. 3. (a) Histogram shows the number of local communications required to reach \( \| g(\lambda_k) \| \leq 10^{-10} \) for gradient descent, consensus-based Newton and ADD-2 for 50 trials of the network optimization problem on random graphs with 25 nodes and 75 edges. ADD-2 converges faster and with much more consistency than gradient descent or consensus-based Newton. (b) Histogram of the number of local communications required to reach \( \| g(\lambda_k) \| \leq 10^{-10} \) for ADD-N with respect to parameter N, for 50 trials of the network optimization problem on random graphs with 25 nodes and 75 edges. ADD-2 is shown to be the best on average by about 10 indicating that with respect to communication cost, larger N is not necessarily better.

the Newton direction. It would be more correct to say the consensus-based Newton is inconsistent due to the wasted communication resources demonstrated by the dual iterations per primal iteration peak shown in Fig. 2. This inconsistency comes primarily from variations in the number of dual iterations required to approximate the Newton direction. The behavior of ADD is also explored for graphs of varying size and degree in Fig. 4. As the graph size increases the performance gap between ADD and competing methods increases. Consistency of ADD is also apparent since the maximum, minimum, and average information exchanges required to solve (1) for different network realizations are similar. This is not the case for consensus-based Newton or for gradient descent. Further note that ADD’s communication cost increases only slightly with network size.

Fig. 4. Min, mean and max number of local communications required to reach \( \| g(\lambda_k) \| \leq 10^{-10} \) for gradient descent, consensus-based Newton and ADD, computed for 35 trials each on random graphs with 25 nodes and 75 edges(1), 50 nodes and 350 edges(2), and 100 nodes and 1000 edges (3). The min and max are on the same order of magnitude for ADD, demonstrating small variance.

Fig. 5. The distributed line search results in solution trajectories nearly equivalent to those of the centralized line search. Top: the Primal Objective follows a similar trajectory in both cases. Middle: Primal Feasibility is achieved asymptotically. Bottom: unit stepsize is achieved for all nodes in the same number of steps it requires to achieve a global unit step size.

**B. The distributed Line Search**

We also use our numerical experiments to demonstrate that the distributed version of the backtracking line search is functionally equivalent to the centralized backtracking line search when the descent direction is chosen by the ADD method. Figure 5 shows an example of a network optimization problem with 25 nodes and 100
edges being solved using ADD-1 with the centralized and distributed backtracking line searches. The top plot shows that the trajectory of primal objective is not significantly affected by the choice line search. The middle plot shows that primal feasibility is approached asymptotically at the same rate for both algorithms. The bottom plot shows that a unit stepsize is achieved in the same number of steps despite the fact that in Algorithm 2 each node selects its own local line search parameter $\alpha_i$. Thanks to Lemma 4 we are guaranteed strict local improvement eventually leading to local selection of step seize $\alpha_i = 1$ for all $i$ which is equivalent to a global step size of $\alpha = 1$. Thus our implementation is truly distributed. In Figure 6 we look closer at the number of steps required to reach a unit stepsize. We compare the distributed backtracking line search to its centralized counterpart on networks with 25 nodes and 100 edges, 50 nodes and 200 edges and 100 nodes and 400 edges. For each network optimization problem generated we implemented distributed line searches. The variation came from the few trials which required significantly more iterations. As might be expected, increasing $N$ causes the distributed and centralized algorithms to behave closer to each other. When we increase the size of the network most trials still only require 2 to 3 iterations to reach $\alpha = 1$ but for the cases which take more than 2 iterations we jump from around 10 iterations in the 25 nodes networks to around 40 iterations in 100 node networks.

C. The Robust Routing Problem

The robust routing problem is a network optimization problem focusing on selecting an optimal routing when links have uncertainties in their channel capacity, [7]. Each edge has a known variance $\sigma_e$ and expected capacity $r_e$. The objective is to select a the flow variable $T_e \in [0, 1]$ that satisfies the conservation of constraint with the minimum total variance, when the expected flow arrivals are given by the vector $b$.

$$\min_{T_e \in [0,1]} \sum_e \sigma_e T_e^2 \quad \text{s.t. } ART = b$$

(48)

We can recover the network flow problem by taking the local coordinate transform $x_e = R_e T_e$. Defining the diagonal matrices $\Sigma = \text{diag}(\sigma_e)$ and $R = \text{diag}(R_e)$ we can state the robust routing problem:

$$\min_{x_e \in [0,R_e]} x^T R^{-1} \Sigma R^{-1} x \quad \text{s.t. } Ax = b$$

(49)

We solve (49) by applying the ADD-1 algorithm and projecting the primal variables onto the interval $[0, R_e]$ during each primal update. While the effect of this projection is not considered analytically in this work, the effect of capacity constraints is discussed at length in [11]. Figure 7 shows a sample solution to (49) on a proximity network with 50 nodes, 224 edges. The matrix $R$ is diagonal with values selected uniformly random on $[0,1]$. Sigma is diagonal with values are selected uniformly random on $[0,0.1]$. The vector $b$ has a single sink with all other nodes being sources. This example emulates...
a wireless sensor network streaming data to a base station.

In our example, ADD-1 is compared to gradient descent and the fast iterative shrinking threshold algorithm (FISTA) presented in [38] and updated for distributed implementation in [39]. Distributed FISTA represents the state of the art for fast distributed gradient methods, when methods requiring network-wide message passing are excluded, see section I. In figure 7, FISTA is a significant improvement over gradient descent but it still requires an order of magnitude more iterations to reach feasibility $||Ax - b|| \leq 10^{-4}$ than ADD-1. Figure 8, the experiment is repeated 100 times and the progress of each algorithm is examined as a histogram after 100 and 1000 iterations. After 100 iterations ADD-1 had reached $||Ax - b|| \leq 10^{-4}$ for nearly 20% of the trials while neither gradient nor FISTA had reached that threshold for any trials. After 1000 iterations ADD-1 had reached feasibility with 60% at machine precision and over 95% smaller than $10^{-4}$. Furthermore, relative error in the objective also had over 60% at machine precision and over 95% smaller than $10^{-4}$. As with the ADD-1 method the error in the objective is on the same order as the feasibility, $10^{-5}$. These experiments demonstrate that while FISTA significantly accelerates gradient descent, it is still fundamentally a first order method. The ADD-1 algorithm solves the robust routing problem an order of magnitude faster than FISTA.

VIII. CONCLUSION

A family of accelerated dual descent (ADD) algorithms to find optimal network flows in a distributed manner was introduced. Members of this family are characterized by a single parameter $N$ determining the accuracy in the approximation of the dual Newton step. This same parameter controls the communication cost of individual algorithm iterations. We proved for any $N$ there is a phase during which convergence toward the optimal is quadratic. ADD-1 and ADD-2 outperform gradient descent by two orders of magnitude and a related consensus-based Newton method by one order of magnitude.

This work has been extended into the stochastic case by [40] and to the capacity constrained case in [11]. We have also used the ADD as a foundation for Accelerated backpressure [13] which stabilizes queues in capacitated multi commodity communication networks with stochastic packet arrival rates. Finally, since the ADD algorithm approximates Newton’s method without computing the inverse it could be investigated as a computationally efficient alternative.

Fig. 8. Given 100 hundred trials of the robust routing problem, we find that after 100 iterations ADD-1 makes significantly more progress towards the optimal point than FISTA and gradient descent which have high values of infeasibility. After 1000 iterations ADD-1 was reached the optimal point than FISTA and gradient descent which have high values of infeasibility. After 1000 iterations the fast iterative shrinking threshold algorithm (FISTA) presented in [38] and updated for distributed implementation in [39]. Distributed FISTA is a significant improvement over gradient descent but it still requires an order of magnitude more iterations to reach feasibility $||Ax - b|| \leq 10^{-4}$ than ADD-1.

APPENDIX A – PROOF OF LEMMA 1

(a) Consider given dual $\hat{\lambda}$ and primal $\bar{x} = x(\hat{\lambda})$ variables, and consider the second order approximation of the primal objective centered at the current primal iterates $\bar{x}$,

$$\hat{f}(y) = f(\bar{x}) + \nabla f(\bar{x})^T(y - \bar{x}) + \frac{1}{2}(y - \bar{x})^T\nabla^2 f(\bar{x})(y - \bar{x}).$$

(50)

We consider the optimization problem $\max_y -\hat{f}(y)$ subject to $Ay = b$, which is a quadratic maximization approximating (1). The dual of the approximate problem is also quadratic,

$$\min_{\lambda \in \mathbb{R}^n} \hat{q}(\lambda) = \min_{\lambda \in \mathbb{R}^n} \frac{1}{2} \lambda^T A^T \nabla^2 f(\bar{x})^{-1} A^T \lambda + p^T \lambda + r.$$  

(51)

The dual Hessian $\nabla^2 \hat{q}(\lambda) = A[\nabla^2 f(\bar{x})]^{-1} A^T$ is computed by differentiating (51) twice with respect to $\lambda$. Finally, we observe that our approximation is exact the primal dual point $(\bar{x}, \bar{\lambda})$. That is $\hat{f}(\bar{x}) = f(\bar{x})$ and $\hat{q}(\bar{\lambda}) = q(\bar{\lambda})$. Since our approximation is constructed for arbitrary $\hat{\lambda}$, $\nabla^2 \hat{q}(\bar{\lambda}) = A[\nabla^2 f(x(\bar{\lambda}))]^{-1} A^T$ recovers the desired relation.

(b) From part (a) we have $\nabla^2 \hat{q}(\lambda) = A[\nabla^2 f(x(\lambda))]^{-1} A^T$. We can get the lower bound by choosing $y = A^T v$ to correspond with the eigenvector of $\nabla^2 f(x(\lambda))$ with the largest eigenvalue $\Gamma$ defined
in Assumption 2(a). Then \( v' H(\lambda) v = g'[\nabla^2 f(x(\lambda))]^{-1} y \geq g'y' \frac{1}{\gamma} \). Since \( v \in 1^+ \), \( g'y' \geq \omega' v \) thus \( M = \Gamma/\omega \) where is \( \omega \) is the algebraic connectivity defined in Assumption 1(a). Likewise we construct the lower bound by selecting \( y = A' v \) to correspond with the eigenvector \( \gamma \) of \( \nabla^2 f(x(\lambda)) \) and get that \( m = \gamma/\nu \) because \( \nu(AA') \leq \nu \) holds from the fact that \( AA' \) is the unweighted graph Laplacian of \( G \).

(c) From part (a) we have \( \nabla^2 q(\lambda) = A[\nabla^2 f(x(\lambda))]^{-1} A' \). Considering a change of coordinates \( y = A' v \) and the definition of the matrix norm as \( ||X|| = \max_{y \neq 0} ||X y||/||y|| \) we have ||\nabla^2 q(\lambda) - \nabla^2 q(\hat{\lambda})|| upper bounded by \( n||[\nabla^2 f(x(\lambda))]^{-1} - [\nabla^2 f(x(\hat{\lambda}))]^{-1}|| \) because \( \mu_n(AA') \leq \nu \) holds from the fact that \( AA' \) is the unweighted graph Laplacian of \( G \). Since \( [\nabla^2 f(x(\lambda))]^{-1} \) is diagonal, the matrix norm \( ||[\nabla^2 f(x(\lambda))]^{-1} - [\nabla^2 f(x(\hat{\lambda}))]^{-1}|| \) reduces to \( \max_k |1/\phi''(x(\lambda)) - 1/\phi''(x(\hat{\lambda}))| \) which is finite and positive from Assumption 2(a). Applying Assumption 2(b), we have \[
||\nabla^2 q(\lambda) - \nabla^2 q(\hat{\lambda})|| \leq n \xi \max_k ||x(\lambda) - x(\hat{\lambda})||. \quad (52)
\]

We can differentiate equation (4) because \( \gamma \leq \phi''(\cdot) \leq \Gamma \) which also guarantees us positivity and the upper bound
\[
\left| \frac{\partial}{\partial \lambda_k} \phi'_e(\phi'_e^{-1}(\lambda)) \right| = \frac{1}{\phi''(\phi'_e^{-1}(\lambda))} \leq \frac{1}{\gamma} \quad (53)
\]
and in turn (53) guarantees that \( x(\lambda) \) is Lipschitz continuous with constant \( 1/\gamma \) for each \( e \). Applying this to (52) we have \[
||\nabla^2 q(\lambda) - \nabla^2 q(\hat{\lambda})|| \leq n \xi \gamma ||\lambda - \hat{\lambda}|| \quad (54)
\]
and we conclude that \( \nabla^2 q(\lambda) \) is Lipschitz with constant \( L = n \xi / \gamma \). Thus completing the proof.

**Appendix B – Proof of Lemma 5**

From the mean value theorem centered at \( \lambda_k \) we can write the dual function’s value as
\[
q_i(\lambda_k + \alpha \tilde{d}_k^{(i)}) = q_i(\lambda_k) + \alpha \tilde{g}_k^{(i)} \tilde{d}_k^{(i)} + \frac{\alpha^2}{2} \tilde{g}_k^{(i)'} \tilde{H}^{(i)}(z) \tilde{d}_k^{(i)}
\]
where the vector \( z = \lambda_k + t \alpha \tilde{g}_k^{(i)} \) for some \( t \in (0, 1) \); see e.g., [18, Section 9.1]. We use the relation \( 0 \leq \tilde{H}^{(i)}(z) \leq H \) which follows from taking principle sub matrices of a positive semi-definite matrix and the bound \( \|H\| > m \) which follows from (22), to transform this equality into the bound
\[
q_i(\lambda_k + \alpha \tilde{d}_k^{(i)}) \leq q_i(\lambda_k) + \alpha \tilde{g}_k^{(i)} \tilde{d}_k^{(i)} + \frac{\alpha^2}{2m} \|\tilde{g}_k^{(i)}\|^2.
\]

Introduce now a splitting of the term \( \alpha \tilde{g}_k^{(i)} \tilde{d}_k^{(i)} \) to generate convenient structure for our upper bound on \( q_i(\lambda_k + \alpha \tilde{d}_k^{(i)}) \),
\[
q_i(\lambda_k) + \alpha \tilde{g}_k^{(i)'} \tilde{H}_k^{(i)}(\tilde{g}_k^{(i)}) + \alpha(1 - \sigma) \tilde{d}_k^{(i)} \tilde{d}_k^{(i)'} + \frac{\alpha^2}{2m} \|\tilde{d}_k^{(i)}\|^2.
\]

Further apply the definition of the local update vector \( \tilde{d}_k^{(i)} = \tilde{H}_k^{(N)} \tilde{g}_k^{(i)} \) and use the well-conditioning of the approximate inverse Hessian \( \tilde{H}_k^{(N)} \) as per Lemma 3 to claim that \( m/2 \leq \|\tilde{H}_k^{(N)}\| \leq M \) and define the upper bound on \( q_i(\lambda_k + \alpha \tilde{d}_k^{(i)}) \) as
\[
q_i(\lambda_k) + \alpha \tilde{g}_k^{(i)'} \tilde{H}_k^{(i)}(\tilde{g}_k^{(i)}) - \alpha(1 - \sigma) m/2 \|\tilde{g}_k^{(i)}\|^2 + \alpha^2 M^2/2m \|\tilde{d}_k^{(i)}\|^2.
\]

Factoring common terms in this upper bound yields
\[
q_i(\lambda_k) + \alpha \tilde{g}_k^{(i)'} \tilde{d}_k^{(i)} + \frac{\alpha m}{2} \|\tilde{g}_k^{(i)}\|^2 - (1 - \sigma) + \frac{\alpha m^2}{(m^2)}.
\]

Substituting \( \hat{\sigma} \) for \( \sigma \), where \([- (1 - \sigma) + \hat{\sigma} M^2 / (m^2) = 0 \), the second term vanishes from this expression yielding the inequality
\[
q_i(\lambda_k + \hat{\sigma} \tilde{d}_k^{(i)})) \leq q_i(\lambda_k) + \hat{\sigma} \tilde{g}_k^{(i)'} \tilde{d}_k^{(i)}.
\]

Observing that \( \tilde{g}_k^{(i)'} \tilde{d}_k^{(i)} = \sum_{j \in \mathcal{N}_N} [d_k]_j [g_k]_j \), the proof is completed.

**Appendix C – Proof of Lemma 5**

Recall from (38), the local gradient \( \tilde{g}_k^{(i)} \) is a sparse vector with nonzero elements \([\tilde{g}_k^{(i)}]_j = \tilde{g}_k^{(i)} \) for \( j \in \mathcal{N}_N \). Due the fact that the local objective \( q_i(\lambda) \) in (29) depends only on values in \( \mathcal{N}_N \), we have \( q_i(\lambda_k + \alpha \tilde{d}_k^{(i)}) = q_i(\lambda_k + \alpha \tilde{d}_k^{(i)}) \) where \( \alpha \) is a dummy variable for \( \alpha \). Applying the Lipschitz dual Hessian assumption to the local update vector \( \tilde{d}_k^{(i)} \) we get
\[
\|H(\lambda_k + \alpha \tilde{d}_k^{(i)}) - H(\lambda_k)\| \leq \alpha L \|\tilde{d}_k^{(i)}\| \quad (55)
\]
Also, recall the i-local version of the Hessian \( \tilde{H}^{(i)}(\lambda) \) defined in (40). Since the elements of \( H \) already satisfy \( H_{ij} = 0 \) for all \( i, j \not\in \mathcal{E} \) the resulting \( \tilde{H}^{(i)}(\lambda) \) has the structure of a principal sub matrix of \( H \) with the deleted rows left as zeros. Since the norm \( \|H(\lambda_k + \alpha \tilde{d}_k^{(i)}) - H(\lambda_k)\| \) in (55) is the maximum eigenvalue modulus of the matrix \( H(\lambda_k + \alpha \tilde{d}_k^{(i)}) - H(\lambda_k) \), it is larger than the norm \( \|\tilde{H}^{(i)}(\lambda_k + \alpha \tilde{d}_k^{(i)}) - \tilde{H}^{(i)}(\lambda_k)\| \) because the latter is the maximum over a subset of the eigenvalues of the former. Combining this observation with (55) yields
\[
\|\tilde{H}^{(i)}(\lambda_k + \alpha \tilde{d}_k^{(i)}) - \tilde{H}^{(i)}(\lambda_k)\| \leq \alpha L \|\tilde{d}_k^{(i)}\| \quad (56)
\]
Interpret the dual update as a function of \( \tilde{q}_i(\lambda) \) defined as
\[
\tilde{q}_i(\alpha) := q_i(\lambda_k + \alpha \tilde{d}_k^{(i)}) \quad (57)
\]
Differentiating with respect to $\alpha$ and using the definition of the local gradient $\bar{g}_k^{(i)}$ we get the derivative of $\tilde{q}_i(\alpha)$ as
\[
\tilde{q}_i'(\alpha) = \nabla q_i(\lambda_k + \alpha \bar{d}_k^{(i)}) \bar{d}_k^{(i)} = \bar{g}_k^{(i)}(\lambda_k + \alpha \bar{d}_k^{(i)}) \bar{d}_k^{(i)}. \tag{58}
\]
Differentiating with respect to $\alpha$ a second time and using the definition of $H^{(i)}$ in (40) yields
\[
\tilde{q}_i''(\alpha) = \bar{d}_k^{(i)} H^{(i)}(\lambda_k + \alpha \bar{d}_k^{(i)}) \bar{d}_k^{(i)}. \tag{59}
\]
Return now to (56) and replace the matrix norm on the right hand side with left and right multiplication by the unit vector $\bar{d}_k^{(i)}/\|\bar{d}_k^{(i)}\|$. This yields $\tilde{q}_i''(\alpha) \left[ \bar{H}^{(i)}(\lambda_k + \alpha \bar{d}_k^{(i)}) - \bar{H}^{(i)}(\lambda_k) \right] \bar{d}_k^{(i)} \leq \alpha L \|\bar{d}_k^{(i)}\|^3$. Applying the derivatives $\tilde{q}_i''(\alpha)$ in (59), we can simplify to $\tilde{q}_i''(\alpha) - \tilde{q}_i''(0) \leq \alpha L \|\bar{d}_k^{(i)}\|^3$. Integrating the above expression with respect to $\alpha$ results in
\[
\tilde{q}_i(\alpha) - \tilde{q}_i(0) \leq \frac{\alpha^2}{2} L \|\bar{d}_k^{(i)}\|^3 + \alpha \tilde{q}_i''(0),
\]
which upon a second integration with respect to $\alpha$ yields
\[
\tilde{q}_i(\alpha) - \tilde{q}_i(0) \leq \frac{\alpha^3}{6} L \|\bar{d}_k^{(i)}\|^3 + \frac{\alpha^2}{2} \tilde{q}_i''(0) + \alpha \tilde{q}_i'(0).
\]
Substitute $\alpha = 1$ and the definitions of the derivatives $\tilde{q}_i'(0)$ and $\tilde{q}_i''(0)$ given in (58) and (59) to get
\[
\tilde{q}_i(1) - \tilde{q}_i(0) \leq \frac{L}{6} \|\bar{d}_k^{(i)}\|^3 + \frac{1}{2} \bar{d}_k^{(i)} H^{(i)}(\lambda_k) \bar{d}_k^{(i)} + \bar{g}_k^{(i)} \bar{d}_k^{(i)}.
\]
According to (40) the reduced Hessian $H^{(i)}$ has the structure of a principal submatrix of the Hessian $H$ and $H \succeq 0$ it follows that $0 \preceq H^{(i)} \preceq H$ and that as a consequence
\[
\bar{d}_k^{(i)} H^{(i)}(\lambda_k) \bar{d}_k^{(i)} \leq \bar{d}_k^{(i)} H \bar{d}_k^{(i)}.
\]
Incorporating the local update $\bar{d}_k^{(i)} = H^{(i)}(\lambda_k) \bar{d}_k^{(i)}$ we obtain the upper bound for local objective improvement $\tilde{q}_i(1) - \tilde{q}_i(0) \leq \frac{L}{6} \|\bar{H}_k^{(i)}(\lambda_k)\|^3 + \frac{1}{2} \left( \bar{H}_k^{(i)}(\lambda_k) \right) H \bar{H}_k^{(i)}(\lambda_k) - \bar{g}_k^{(i)} H \bar{H}_k^{(i)}(\lambda_k) \bar{g}_k^{(i)} .
\]
Recall the sparsity pattern of the local gradient $\bar{g}_k^{(i)}$ to write
\[
-\bar{g}_k^{(i)} \bar{H}_k^{(i)}(\lambda_k) \bar{g}_k^{(i)} = \sum_{j \in \mathcal{N}^{(i)}(k)} [g_j]_k [d_k]_j, \tag{60}
\]
and split the right hand side of (60) to generate
\[
\sum_{j \in \mathcal{N}^{(i)}(k)} [g_j]_k [d_k]_j = \sum_{j \in \mathcal{N}^{(i)}(k)} \sigma [g_j]_k [d_k]_j + (1 - \sigma) [g_j]_k [d_k]_j. \tag{61}
\]
Substitute now (61) into (60) and the result updates our upper bound $\tilde{q}_i(1) - \tilde{q}_i(0) \leq \frac{L}{6} \|\bar{H}_k^{(i)}(\lambda_k)\|^3 + \frac{1}{2} \bar{H}_k^{(i)}(\lambda_k) H \bar{H}_k^{(i)}(\lambda_k) + \sigma \sum_{j \in \mathcal{N}^{(i)}(k)} [g_j]_k [d_k]_j + (1 - \sigma) \sum_{j \in \mathcal{N}^{(i)}(k)} [g_j]_k [d_k]_j. \]
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