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ABSTRACT

We consider a repeated game in which a team of agents share

a common, but only partially known, task. The team also has

the goal to coordinate while completing the task. This creates

a trade-off between estimating the task and coordinating with

others reminiscent of the kind of trade-off exemplified by the

Keynesian beauty contest game. The agents thus can benefit

from learning from others. This paper provides a survey of

results from [1–4]. We first present a recent result that states

repeated play of the game by myopic but Bayesian agents, who

observe the actions of their neighbors over a connected net-

work, eventually yield coordination on a single action. Further-

more, the coordinated action is equal to the mean estimate of

the common task given individual’s information. This indicates

that agents in the network have the same mean estimate in the

limit despite the differences in the quality of local information.

Finally, we state that if the space of signals is a finite set, the

coordinated action is equal to the estimate of the common task

given full information, that is, agents eventually aggregate the

information available throughout the network on the common

task optimally.

Index Terms— Repeated Bayesian games, coordination

games, learning, social networks

1. INTRODUCTION

We consider asymptotic behavior in a repeated coordination

game with incomplete information played among a population

of agents in a network. For a motivating example consider a

team of agents within an organization that are assigned to the

same project. Agents receive noisy information about the given

task and are in departments with only few agents in each de-

partment communicating with other departments of the organi-

zation. While it is easier to attain agreement on the task within

the department, the agreement is harder to achieve interdepart-

mentally. The question we would like to answer is whether all

agents agree on the task assigned and aggregate information

optimally when all agents myopically do the best they can.

We model the exemplified organization problem with indi-

vidual payoffs that include estimation and coordination terms
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in line with the beauty contest game proposed by [5, 6]. The

task is defined as the state of the world and agents repeatedly

receive (possibly uninformative) signals about the task and take

actions to maximize individual payoffs. Furthermore, they ob-

serve the actions of their peers. We use a network to model the

peer interactions (Section 2.1). We characterize individual be-

havior using the weak perfect Bayesian Nash equilibrium as the

solution concept in which no single agent has a profitable de-

viation from its strategy given its belief (Section 2.2) – see [7,

Chs. 4,5] for a discussion of different equilibrium concepts.

In Section 3, we survey some of the results presented in [1–3]

that show consensus in actions and ex-ante payoffs. We re-

mark that these results extend beyond the beauty contest game

payoffs to quadratic symmetric payoffs with strategic comple-

mentarities [1]. Next, we show that consensus in actions im-

plies that agents agree on their individual estimates on the state

of the world [2, 3]. However, this does not necessarily mean

that the agreed estimate is optimal. Finally, we survey a re-

cent result from [4] that shows the coordinated action is gener-

ically optimal, that is, it is the action that agents would play

given all the signals are commonly known (Section 4). This

means that agents eventually learn the best estimate of the task

while playing the myopically optimal action. We conclude by

a discussion on extensions of some of the results (Section 5).

Specifically, we remark that it is possible to obtain the consen-

sus results with endogenous signals – signals that depend on

previous actions – and independently generated time varying

networks with some minor connectivity assumptions.

The beauty contest game is relevant to research on social

value of information [6, 8]. Unlike the coordination concern

over a time horizon, these papers focus on the effect of informa-

tion on the welfare for a single stage beauty contest game. The

results in this paper are relevant to literature on Bayesian learn-

ing in networks [9–11]. While the papers in this literature are

concerned with asymptotic behavior and optimal information

aggregation, payoffs of agents in these studies only depend on

the state of the world. Hence, there is only information exter-

nality among agents, that is, actions of others do not affect indi-

vidual payoffs directly. In our setup, there is payoff externality

caused by actions affecting each others’ payoffs. Another line

of related research is learning in networks with non-Bayesian

agents [12, 13]. In these studies, agents act according to for-

mulations that are ad hoc and are not driven by payoffs. Here,

our interest is on learning while agents play according to equi-

librium strategy, i.e., agents regard their incentives. Finally,
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the work in this paper is related to learning in games [14–16].

In this literature the concern is whether agents learn to play a

Nash equilibrium. The results in this paper contribute to this

literature by considering interactions over a network.

2. BEAUTY CONTEST GAME

There are N agents repeatedly playing a game with payoffs

depending on the unknown state of the world θ ∈ Θ. Agents

have common prior denoted by μ on the state of the world. We

make the following technical assumption on the set Θ.

Assumption 1 The set Θ is bounded and measurable subset of
R.

The game is played over discrete time stages t = 1, 2, . . .
and at each stage t agent i takes action ait ∈ Ai = R. We use

at = {a1t, . . . , aNt} ∈ A = R
N to denote the action profile

at time t. Agent i receives payoff depending on the state of the

world θ and the action profile a,

ui(a, θ) = −(1− λ)(ai − θ)2 − λ

N − 1

∑

j �=i

(ai − aj)
2 (1)

where λ ∈ [0, 1) is a constant. The first term is the quadratic

loss in estimation of the true state of the world. The second

term is the coordination term representing the loss due to mis-

coordination with the rest of the population. This term is also

referred to as the ‘beauty contest term’ in [6] representing the

agents’ goal to second guess actions of each other. The con-

stant λ gauges the importance between estimation and coordi-

nation terms. When λ = 0, agents’ actions do not affect payoff

of each other and we are left with a payoff ubiquitous in dis-

tributed estimation literature. In this case, agents only have in-

formation externality whereas when λ > 0, there is both payoff

and information externality.

2.1. Network, Signals and Histories

Agents interact according to a network G with agents in the

nodes and edge set E. The neighbor set of agent i including

himself is denoted by Ni := {i}⋃{j : (j, i) ∈ E}. We make

the following connectivity assumption on G.

Assumption 2 The network G is strongly connected.

The strong connectivity assumption is required to make sure

that the information received by an agent is able to eventually

flow to all the other agents in the network.

The information that agent i receives at time t consists

of signal sit ∈ Si and actions of its neighbors aNit−1 from

the previous stage. We denote the signal profile at time t as

st = {s1t, . . . , sNt} ∈ S = ×N
j=1Sj . Signal profile at time

t is generated with respect to a probability distribution on S
that depends on the state of the world and previous signals,

πt(θ, s1:t−1)[·] : Θ × St−1 → [0, 1]. We define the mea-

surable space consisting of state of the world and signals as

Ξ := Θ× SN and let Z be the corresponding σ-algebra.

A play consists of the true state of the world, signals and

actions over the time horizon, hence belongs to the space Ω =
Θ × (S × A)N. Let (Ω,B) be the measurable space of play

with the Borel σ-algebra B. The state of the world, signals and

actions until time t make up the history of the play up to time t
and can be defined by the following recursion,

ht = (ht−1,at−1, st−1) (2)

where h1 = θ.

Agent i observes a subset of the history determined by pri-

vate signals and neighboring actions,

hit = {hi,t−1,aNit−1, sit−1} (3)

with hi1 = ∅. The private history of agent i at time t belongs to

the set Hit. The history of agent i over the whole horizon be-

longs to the set Hi :=
⋃∞

t=1 Hit. We denote σ-algebras defined

by the Borel sets of Hit and Hi with Hit and Hi, respectively.

The union over allHi is denoted byH.

2.2. Equilibrium

The equilibrium play of agent i at time t is determined by his

strategy and belief.

A strategy is an action plan for any possible observation of

the play by i, that is, σit : Hit → Ai. The strategy profile

of agent i is denoted by σi. The strategy profile of the net-

work σ := {σ1, . . . , σN} determines the path of play together

with realization of the state of the world and signals. Any prior

μ and the {πt}t∈N induces a probability distribution P over

the measurable space of state and signals (Ξ,Z). The strategy

profile σ determines the path of play given P , that is, strategy

profile σ induces a probability distribution Pσ on the space of

plays (Ω,B) together with the prior μ and signal distributions

{πt}t∈N. We let Eσ denote the expectation with respect to Pσ .

Agent i’s belief at time t is a probability distribution on the

space of play Ω conditional to his observed private history hit

denoted by qit(·) = Pσ(·|Hit). In words, the belief of agent i
measures the likelihood of a path of play given the information

set of i. The conditional probability and the recursive nature

of the private histories in (3) indicate that agents follow Bayes’

rule to form their beliefs.

Next, we define our equilibrium notion which requires

expected payoff maximization and a consistency between the

strategies and beliefs. Note that the payoff of agent i depends

on actions of other agents in (1), hence he needs to reason

about strategies of other agents in order to compute his ex-

pected payoff. Given the strategy profile σ, reasoning about

others’ strategies means reasoning about their histories. Given

the strategy profile σ and a realization of the state and signals

ξ ∈ Ξ, the realization of history of agent i is a function of ξ,

that is, there exists a function h̃it(·) : Ξ → Hit. Hence, the
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strategy of agent j can be expressed a function that maps ξ to

his action space, σjt(h̃jt(·)) : Ξ → Ai. In consequence, agent

i’s belief on the space of state and signals suffices to form

beliefs on strategy of j given strategy profile σ and h̃jt(·). In

light of this discussion, we define the weak perfect Bayesian

Nash equilibrium strategy profile as follows – see [15] for a

similar definition.

Definition 1 The strategy profile σ∗ is an equilibrium strategy
profile such that for all t and i,

Eσ∗
[ui(σ

∗
it(hit),σ

∗
−it, θ)

∣∣Hit]

≥ Eσ∗
[ui(σit(hit), σ

∗
−it, θ)

∣∣Hit] (4)

where σ∗−it := {σ∗jt}j �=i.

According to the equilibrium definition, there is no unilateral

deviation for agent i that provides a higher expected payoff

given his belief. Note that the agents consider present payoffs

only, hence they are myopic. The definition requires a consis-

tency between the way agents form their beliefs and the way

strategies are selected. The expectation in condition (4) is with

respect to the belief of agent i, qit = Pσ∗
(·|Hit). We empha-

size that qit is the conditional probability distribution induced

by σ∗. Hence, the belief is based on the equilibrium strategy

which is determined by the payoff and the belief itself in (4).

In this paper, we rule out equilibria where each agent’s ex-

pected payoff is equal to minus infinity, regardless of his own

strategy by restricting our attention to square integrable strate-

gies. Given that the strategies are square integrable, the equi-

librium condition in (4) at time t can be equivalently written as

follows by the first order condition of optimality,

σ∗it = (1− λ)Eσ∗
[θ|Hit] +

λ

N − 1

∑

j �=i

Eσ∗
[σ∗jt|Hit]. (5)

Note that first order condition is necessary and sufficient be-

cause the expected payoff of an individual is concave with re-

spect to his own action. We observe that the equilibrium actions

are a linear combination of the expectation of the state and ac-

tions of others. Using this form of the equilibrium strategy at

time t together with the fact that λ < 1, it can be shown that

the equilibrium strategy is almost surely unique [4].

Proposition 1 If Assumption 1 hold then a square integrable
equilibrium strategy profile σ∗ exists and is Pσ∗

-almost surely
unique for all time t.

The result above follows by first observing that the equivalent

representation of the equilibrium in (5) is a fixed point equa-

tion at all time t and then showing that the right hand side

of the equation is a contraction mapping for any distribution.

Finally, we resort to a fixed point theorem to show unique-

ness. The result here can be generalized to other symmet-

ric quadratic games with strategic complementarities, that is,

quadratic games in which an increase in someone’s action rein-

forces an increase in others’ action and the reinforcement level

is symmetric [1]. In the following sections, we use the prop-

erties of the game and its equilibrium strategies to characterize

individuals’ asymptotic behavior.

3. CONSENSUS

In this section, we show asymptotic consensus in ex-ante pay-

offs, actions and conditional expectation on the true state of the

world. The first results shows that agents’ limit strategy actu-

ally converges.

Proposition 2 If Assumption 1 holds and the equilibrium strat-
egy σ∗ is square integrable then for all i = 1, . . . , N , as t →
∞

Eσ∗
[(σ∗it − ςi)

2] −→ 0

where ςi : Ξ→ Ai.

This result shows that agent i’s strategy converges to some limit

strategy ςi in L2 sense. This plays a key role in neighbors iden-

tifying limit strategies of their neighbors. In the next theorem

we state the main consensus results of this section and discuss

implications of Proposition 2 on these results.

Theorem 1 If Assumptions 1 and 2 hold and σ∗ is a square
integrable equilibrium strategy profile then as t → ∞, for all
i = 1, . . . , N and j = 1, . . . , N ,

Eσ∗
[(σ∗it − σ∗jt)

2]→ 0 (6)

Eσ∗
[|ui(σ

∗
t , θ)− uj(σ

∗
t , θ)|]→ 0. (7)

The first statement in (6) indicates that agents’ limit actions are

the same eventually (see [4] for a proof). The result relies on

the imitation principle which is first introduced by [9]. Agent

i observes limit strategy of j ∈ Ni infinitely often hence he

can identify j’s limit strategy, i.e., ςj in Proposition 2 becomes

measurable with respect to information of i. As a result, agent

i can imitate the limit action of j. However, agent i would not

unilaterally deviate to j’s limit action as it is not profitable to

deviate by the definition of equilibrium profile (4). The same

argument applies to j and his neighbors and his neighbors’

neighbors eventually ending up at an agent that observes i’s
limit action by the strong connectivity of the network. Con-

sequently, we obtain a chain of agents starting and ending at i
where each agent’s ex-ante expected utility is greater than or

equal to his neighbor’s expected utility. Using the equilibrium

strategy profile for the beauty contest game in (5), it can be

shown that this can only happen if all limit actions are equal.

The second statement of Theorem 1 in (7) shows that prior to

the start of the game the agents are expected to receive the same

utility asymptotically. This result follows from the consensus

of the limit actions in (6). Intuitively, the coordination term

in (1) disappears when all agents take the same action and the

estimation term is identical for all again by using (6).

Even though the ex-ante expected utilities are equal, the

conditional expected utilities are not necessarily equal. That

is, an agent might think that he is receiving a higher payoff
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Fig. 1. (a) Geometric network with N = 50 agents on a 5 ×5
area and a connection threshold of 1.5 units. (b) Individual ac-

tion values over time. Dashed line indicates the optimal action

given all the information.

even if the utility function is symmetric and they all play the

same action. The examples where agents are expecting dif-

ferent payoffs can occur when their beliefs on the state of the

world disagree as we show in the following example.

Example 1 There are N = 2 agents with uniform priors on the
state of the world θ ∈ {−2,−1, 1, 2}. Agent 1 at time t = 2
observes a signal that reveals him the absolute value of θ, that
is, s12 = |θ|. Agent 2 does not observe any informative signal
at any point in time. Given the priors and signal structure,
agent i’s equilibrium strategy is to play σ∗it = 0 for i = 1, 2
and all time t. The conditional expected utility of agent 1 is
equal to Eσ∗

[u1(σ
∗
t , θ)

∣∣ s12)] = −|θ|2(1− λ), whereas agent
2’s is equal to Eσ∗

[u2(σ
∗
t , θ)

∣∣ s22)] = −5/2(1− λ) for t ≥ 1.

4. OPTIMAL INFORMATION AGGREGATION

The previous section showed that agents eventually agree on

their limit actions but so far we have not specified what the

agreed limit action is and whether it is the optimal action or not.

When the limit action in (6) is substituted into the equilibrium

strategy profile in (5), we obtain that the limit action is equal to

σ∗it → Eσ∗
[θ|Hi] as t→∞ (8)

for i = 1, . . . , N . Moreover, by the above statement and the

consensus in actions, it must be that

Eσ∗
[θ|Hi] = Eσ∗

[θ|Hj ] (9)

for all i and j. By (9), agents’ mean estimate on the state of the

world is asymptotically identical even if they have asymmet-

ric information. Note that the optimal action given common

knowledge of all the signals is to play Eσ∗
[θ|H]. This result in

(9) does not imply that the agents necessarily converge to the

optimal action. As it turns out it need not be that the limit ac-

tion is the optimal action. In [4], we provide an example where

the limit action is different than the optimal action. However,

the following result shows that agents aggregate information

and agree on the optimal action generically.

Before we state the result, we define what is meant by

generically. We consider the set of all probability distributions

P over (Ξ,Z). As mentioned in Section 2.2, any prior μ and

signal function {πt}t∈N induces a probability distribution P
over (Ξ,Z). Any P is uniquely induced by some prior and

signal function up to sets of measure zero. A generic set in

the space P is the complement of a union of countably many

nowhere dense subsets of P. Hence, a generic point P belongs

to a generic set in the space P. Next, we state the main result

of this section – see Theorem 2 in [4] for a proof and more

detailed discussion.

Theorem 2 If Assumptions 1 and 2 hold and S is a finite set
then for a generic point P in P and all i = 1, . . . , N

E[|σ∗it − E[θ|H]|]→ 0 as t→∞ (10)

Theorem 2 states that agents asymptotically aggregate infor-

mation optimally and learn the best estimate of θ given all the

signals even when they are myopic. Note that this does not

necessarily imply that agents learn all the private signals. We

exemplify this result in a numerical experiment.

Example 2 Let λ = 2/3 and θ = 5. N = 50 agents on a ge-
ometric network receive an initial signal Gaussian with mean
θ and variance 1. Fig. 1(a) depicts the geometric network.
Fig. 1(b) illustrates the individual action values over time –
see [17] for a tractable algorithm to recursively compute equi-
librium strategies and beliefs. We observe that agents actions
converge to the mean of the private signals that is marked by
black dashed lines in Fig. 1(b). Moreover, convergence is fast
in the order of the diameter of the network.

5. CONCLUSION

We considered a repeated beauty contest game played among

a networked population. The agents acted according to their

equilibrium strategies and the interest was whether they ag-

gregate information optimally on equilibrium play. We sur-

veyed a set of results that showed equilibrium actions eventu-

ally converge to a consensus strategy which is their estimate

of the true state of the world. This meant that agents eventu-

ally agree on their estimate. Finally, we showed that in general,

this agreement implies that agents aggregated information op-

timally. Throughout the paper we made the assumption that

the network is strongly connected. It is possible to obtain the

consensus results in Section 3 when this assumption is relaxed

to random time varying networks where there exists an under-

lying strongly connected network [4]. Secondly, the consensus

results hold when the signals are endogenously generated, that

is, the signal function depends on previous actions [4]. On the

other hand, exogenous signals are required for information ag-

gregation. Finally, we considered the beauty contest game to

show our results which is a surrogate for games with symmet-

ric quadratic payoffs with strategic complementarities.
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