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Abstract

Intersection types and bounded quantification are complementary mechanisms for extend-
ing the expressive power of statically typed programming languages. They begin with a
common framework: a simple, typed language with higher-order functions and a notion of
subtyping. Intersection types extend this framework by giving every pair of types ¢ and
7 a greatest lower bound, o A7, corresponding intuitively to the intersection of the sets of
values described by ¢ and 7. Bounded quantification extends the basic framework along a
different axis by adding polymorphic functions that operate uniformly on all the subtypes of
a given type. This thesis unifies and extends prior work on intersection types and bounded
quantification, previously studied only inisolation, by investigating theoretical and practical
aspects of a typed A-calculus incorporating both.

The practical utility of this calculus, called F,, is established by examples showing, for
instance, that it allows a rich form of “coherent overloading” and supports an analog of
abstract interpretation during typechecking; for example, the addition function is given a
type showing that it maps pairs of positive inputs to a positive result, pairs of zero inputs
to a zero result, etc. More familiar programming examples are presented in terms of an
extension of Forsythe (an Algol-like language with intersection types), demonstrating how
parametric polymorphism can be used to simplify and generalize Forsythe’s design. We
discuss the novel programming and debugging styles that arise in Fj.

We prove the correctness of a simple semi-decision procedure for the subtype relation
and the partial correctness of an algorithm for synthesizing minimal types of Fx terms. Our
main tool in this analysis is a notion of “canonical types,” which allow proofs to be factored
so that intersections are handled separately from the other type constructors.

A pair of negative results illustrates some subtle complexities of Fx. First, the subtype
relation of F, is shown to be undecidable; in fact, even the subtype relation of pure second-
order bounded quantification is undecidable, a surprising result in its own right. Second,
the failure of an important technical property of the subtype relation — the existence of
least upper bounds — indicates that typed semantic models of Fx will be more difficult to
construct and analyze than the known typed models of intersection types. We propose, for
future study, some simpler fragments of F, that share most of its essential features, while
recovering decidability and least upper bounds.

We study the semantics of Fx from several points of view. An untyped model based on
partial equivalence relations demonstrates the consistency of the typing rules and provides
a simple interpretation for programs, where “o is a subtype of 7” is read as “o is a subset
of 7.7 More refined models can be obtained using a translation from F, into the pure
polymorphic A-calculus; in these models, “o is a subtype of 7” is interpreted by an explicit
coercion function from o to 7. The nonexistence of least upper bounds shows up here in the
failure of known techniques for proving the coherence of the translation semantics. Finally,
an equational theory of equivalences between F, terms is presented and its soundness for
both styles of model is verified.
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Chapter 1

Introduction

This thesis describes an experiment in the foundations of programming languages. Our aim is to
study the interaction of two powerful linguistic primitives, bounded quantification and intersec-
tion types, both of which have attracted significant attention recently in the research community.
The result of the study is a new typed A-calculus, an elegant “core programming language”
combining the power of second-order polymorphism with the fine-grained expressiveness of
intersection types.

1.1 Motivation

The activity of programming — the formalization of ideas and their expression in forms suitable
for interpretation by computers — is characterized by a certain cognitive mode, a state of mind
simultaneously creative and analytical. Like writing, it begins with a rough idea, an intuition,
picture, sketch, or analogy, which is gradually refined and clarified, details added, and internal
consistency established. In both writing and programming, formalization is by far the most
difficult part, since it often involves redefining the original idea over and over as its ramifications
are better understood. Then (or concurrently) the detailed, formalized mental picture is written
out in some concrete, external form.

1.1.1 Programming languages

In programming, the original mental picture is of some computational behavior: a task to be
performed or a value to be calculated by some machine, real or imaginary, operating according to
a well-understood set of formal rules. A programming language is a concrete, formal notation for
effectively describing such computational behaviors.

Natural languages like English are clearly not programming languages according to this defi-
nition: they are neither formal, since a great deal of “speaking English” involves the shared social
and physical context of speakers and listeners, nor are they, in our sense, effective. Specification
languages like Larch and Z, though they are perfectly formal, are also not programming lan-
guages because the connection between descriptions and behaviors is not effective: like the rules
of classical harmony in music composition, they constrain a class of behaviors, but, in themselves,
do not provide any method for constructing an element of this class.

On the other hand, our definition does admit all the forms of conventional programming
languages: machine and assembly codes; imperative languages (Fortran, Algol, Ada); functional
languages (Haskell, Miranda); mixed functional and imperative languages (Lisp, Scheme, ML);

7



1.1. MOTIVATION 8

object-oriented languages (Simula, Smalltalk); and macro languages (TeX, Lotus 123). Logic pro-
gramming languages (Prolog) are also admitted, since their declarative style of presentation is
completely formal and the connection between description and behavior is effective; similar argu-
ments can be made for process-control languages; simulation languages; languages for statistical
calculations; and the many declarative languages used in the AI community. Also included are
languages whose notion of behavior is more abstract (Turing machines, A-calculi, recursive func-
tion theory, term rewriting systems, cellular automata) and languages that include behavioral
primitives like nondeterminacy, randomness, concurrency, and oracles for undecidable problems.

Depending on the discussion at hand, it may be useful to loosen the requirements of effective-
ness or precision so that notations like pseudo-code or the fragments of English used in recipes
and tax forms are also admitted. Likewise, the very simple languages used to describe regular
expressions, typesetting styles in display-oriented editors, and the behavior of microwave ovens
can either be taken as programming languages or relegated to some broader category.

1.1.2 Types

The appropriateness of a programming language for a given task can significantly affect both
aspects — formalization and expression — of programming. The process of translation from
an internal, mental description of a desired behavior into a concrete program implementing this
behavior is much smoother if the conceptual primitives of the mental picture are reflected by
analogous constructs in the programming language. Ideally, the concrete language provides
such a clear and useful set of conceptual structures that this translation step is almost trivial.
Conversely, and more importantly, the formal concepts embodied in a programming language
tend to become a part of the internal conceptual language that programmers use to develop and
refine their ideas.

The notion of type plays a crucial role in facilitating this translation of ideas from abstract
conceptual structures to concrete realizations and vice versa.

Essentially all programming languages have some notion —at least informally — of a collection
of conceptual categories, or types, appropriate to the intended domain of discourse. Machine lan-
guages deal with registers, words, memory pages, and device interrupts. Typesetting languages
manipulate characters, words, boxes and glue, paragraphs, and pages. Functional languages use
numbers, records, lists, and higher-order functions. The more coherent, clean, and simple the
system of types, the better. Ideally, the type system becomes an organizing principle for the entire
language, guiding its design, application, and even implementation.

Statically typed programming languages take the point of view that the type system should
be made simple enough and given a sufficiently rigorous foundation that it becomes possible to
detect certain kinds of category errors in programs automatically. Though this requirement often
restricts the expressiveness of the type system, it has a number of practical benefits. The most
obvious is that a compiler for a statically typed language can, in principle, guarantee the absence
of these type errors. Since many of the errors made by programmers are of exactly this sort,
compilers with static typecheckers are valuable tools for pinpointing mistakes early in the process
of developing a program. More subtly, it has often been observed that for certain languages and
programming tasks there is such a close correspondence between the type structures provided (and
checked) by the language and the appropriate conceptual structures for imagining the behavior
of the program that once all type errors have been removed, the program is usually completely
correct — not only with regard to simple category errors, but even with regard to properties of
its behavior that lie completely outside the apparent purview of the type system. In a sense, each
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type contains very few programs, one of which is the intended one. Other well-known benefits of
static type systems include the fact that they can support the generation of smaller and faster object
code by giving compilers better information about possible optimizations; that they sometimes
suggest an appropriate architecture for the compiler itself; and that they can form part of the
“documentation” of a program, allowing it to be understood more easily by other programmers.

1.1.3 Typed X-calculi

One valuable tool in the study of statically typed programming languages is a class of formal
systems known as typed A-calculi. These calculi are programming languages in their own right,
since they can be described and reasoned about mathematically, they incorporate notions of
behavior, and they admit an effective translation from programs to the behaviors they describe.
But they are languages of a much simpler order than those used in the day-to-day work of
most programmers. They omit all niceties of punctuation and syntax, sacrifice readability for
compactness, provide only the most impoverished collections of built-in types and operations (or
sometimes none at all), and usually include only a tiny collection of basic conceptual structures
instead of the rich and varied facilities offered by most full-fledged languages. In short, they are
intended as objects of study rather than vehicles for expression of complex ideas. Nevertheless,
experience has shown that new ideas in language design — in particular, the behavior and
interactions of various kinds of type structures — can be studied very productively in these
isolated settings and the results transferred to larger languages constructed on the basis of the
same ideas. Of course, significant attention must still be paid to the numerous engineering issues
involved in full-scale language design; but the core type system will retain its essential properties.

Of course, some care must be used in generalizing from properties of A-calculi to larger
programming languages with “similar” type systems, since this process is only sound when the
core conceptual structures of the small and large languages are truly analogous. One important
situation where the correspondence is sometimes misstated is the case where the A-calculus and
the larger programming language have different notions of evaluation. For example, the core
type system of the Standard ML language, which uses a call-by-value evaluation regime, where
arguments are fully evaluated before being passed to functions, is often analyzed in terms of a
A-calculus with normal-order evaluation, where arguments are passed to functions unevaluated.
For simple fragments of the full SML language, this mismatch turns out to be harmless; but the
addition of computational effects such as updateable cells, exceptions, or unbounded recursion
leads to unsoundness of the naive type system for the full language [68] (this point is also discussed
in recent unpublished manuscripts of Robert Harper).

1.1.4 Subtyping

During the past decade, researchers in static type systems have been particularly successful in
developing formal accounts of the notion of subtyping. In 1984, Cardelli [23] suggested that the
basic concepts of object-oriented programming [8, 54, 67] could be understood type-theoretically
using the following rough correspondence:
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Object-oriented languages | Typed lambda-calculi
Classes Record types

Objects Records

Subclass Subtype

Methods Functions

Message passing Function call

Some parts of this picture have been filled in during the intervening years [33, 133, 134, 113, 29,
101, 32,71,11, 130, 82, 26,112, 18, 124, 39, 63, 83, 24, 135, 115, 133, 21, 22, 114, 25, 96, 111, 64, etc.]:

Object-oriented languages | Typed lambda-calculi
Classes Record types

Objects Records

Subclass Subtype

Methods Functions

Message passing Function call

Object modification Functional record update
Method inheritance Cascaded record construction
self Recursive records

SelfType Recursive record types

Accounting for other aspects of object-oriented programming in this framework — method inher-
itance, in particular — remains the subject of active research. But whatever the ultimate success
of this research program, the basic framework has proven to be a fruitful source of innovations in
language design.

Informally, a type o is a subtype of a type 7 if any element of ¢ may sensibly be considered as
an element of 7. In the simplest case, this just means that every element of ¢ is an element of 7,
as when ¢ is “monkey” and 7 is “mammal.” In general, though, this need not be the case. On
many computers, integers are represented in a completely different format from floating-point
numbers, so, although we may abstractly think of the integers as being a subset of the floating-
point numbers, the truth is that every integer may be coerced to an equivalent floating-point
number. A more accurate formulation of the notion of subtype, then, is that o is a subtype of 7 if
every element of o contains sufficient information that it can be coerced to an appropriate element
of T.

Hiding in the word “appropriate” is another important observation: when we speak of a
coercion from one type to another, we do not intend that this be any mapping whatsoever; it
must preserve the identity of the original values, as much as possible, in their new forms. The
coercion from integers to floating point numbers must take each integer to “the same number” in
the floating-point representation.

This discussion can be formalized as a general architecture for constructing typed A-calculi
with subtyping. We begin with a collection of types (o, 7, ...), a collection of expressions or terms
(e, f,...), and some formal rules describing the circumstances under which we may validly assert
that a term e has a type 7. To handle subtyping, we introduce an order structure on the collection
of types — a relation ¢ < 7. Again, this relation is presented as a collection of rules describing
the circumstances under which we may validly assert that a type o is a subtype of 7. To make
a connection between the two systems of rules, we add to the typing rules a rule of subsumption
formalizing the intuitive notion that when o < 7 every term that may validly be considered an
element of o may also be considered an element of 7.



1.1. MOTIVATION 11

This skeletal framework can be extended in many ways, depending on the definitions of
the sets of types and terms and the typing and subtyping relations. Two instances that are of
special importance here are the first-order (simply typed) A-calculus with intersection types — called
An (“lambda-meet”) here — and the second-order (polymorphic) A-calculus with bounded quantification
— usually called F< (“F-sub”).

The idea of intersection types is extremely simple and natural, though its ramifications in
programming are only beginning to be understood. Essentially, it consists of enriching the
collection of types with a new type o AT for every pair of types ¢ and 7 (including the case where o
and 7 themselves contain intersections). This new type is thought of as containing all the elements
of o that are also elements of 7; using our more general notion of subtyping, every element of
oAt contains enough information to coerce it either to an element of ¢ or to an element of 7.
Furthermore, o A7 should be the “best” such type, in the sense that it is a supertype of every other
type whose elements contain sufficient information to coerce them to either ¢ or 7. In terms of the
order structure, this is precisely the greatest lower bound of o and 7.

The most intriguing and potentially useful property of intersection types is their ability
to express an essentially unbounded (though of course finite) amount of information about
the components of a program. For example, the addition function 4+ can be given the type
Int—Int—Int A\ Real— Real— Real, capturing both the general fact that the sum of two real numbers
is always a real and the more specialized fact that the sum of two integers is always an integer.
A compiler for a language with intersection types might even provide two different object-code
sequences for the two versions of +, one using a floating point addition instruction and one using
integer addition. For each instance of + in a program, the compiler can decide whether both
arguments are integers and generate the more efficient object code sequence in this case. This
kind of finitary polymorphism or coherent overloading is so expressive, that (in a sense that can be
made theoretically precise; c.f. Section 2.5) the set of all valid typings for a program amounts to a
complete characterization of the program’s behavior.

Intersection types can also be viewed as a natural type-theoretic analog of multiple inheritance.
If 0 < 6 is read as “o is a subclass of 8,” then oAt is a name for a class with all the common
properties of o and 7. Of course, this analogy, like the subtype«subclass analogy, is not exact. In
particular, it says nothing about the complex mechanisms supporting code reuse in object-oriented
programming languages with multiple inheritance. But it is intuitively appealing and, like the
rest of Cardelli’s analogy, can perhaps be made more precise in a sufficiently enriched calculus
based on intersection types. We shall return to this point in Chapter 8.

Bounded quantification is an extension of the simpler notion of ordinary second-order quan-
tification, or polymorphism. This was introduced in the early 1970’s by Girard and Reynolds to
capture the intuitive concept of a function that takes a type as a parameter. For instance, the “poly-
morphic reverse” function, which accepts a type 7 and returns the monomorphic reverse function
that reverses lists whose elements are all of type 7, has the quantified type Va. List(a)—List(c).
Cardelli and Wegner integrated this mechanism with the notion of subtyping by allowing a quan-
tified type to give a bound for its parameter; for example, Ya<Student. List(a)—List(a) takes, as its
tirst parameter, an arbitrary subtype of the type Student and returns a function on lists of this type.
This form of universal or parametric polymorphism is both broader (since the number of possible
instantiations of a polymorphic type is infinite) and more rigid (since all instances must have
the same basic shape) than the finitary polymorphism provided by intersection types. Its main
practical advantage is compile-time efficiency: it allows polymorphic expressions to be written,
typechecked, and compiled just once.
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1.2 Claims

This thesis is a detailed investigation of a typed A-calculus combining intersection types and
bounded quantification.

Since intersection types and polymorphism can each be formulated in different ways with
varying degrees of expressiveness and technical difficulty, there is actually notjust a single calculus
combining the two notions but a whole space of such calculi; our first task is selecting one or more of
these as our object of study. We chose to focus onjust one in order to study it in the greatest possible
depth. This calculus, called Fn, was formed by combining the most expressive formulations of
intersection types and bounded quantification, so that any positive results obtained for it would
apply to as many as possible of the other calculi combining intersections and polymorphism.
(This choice is discussed in greater depth in Section 3.5.)

Our major claims are as follows:

¢ Bounded quantification and intersection types fit together very naturally. The syntax of

our calculus combining them is elegant and relatively simple. The two different kinds of
polymorphism — finitary and parametric — complement each other, leading to a variety of
novel and useful programming idioms.

e Natural algorithms exist for subtyping and typechecking; these can (with some work) be
proved partially correct. However, the subtype relation of F, turns out to be undecidable.
This comes as a surprise, since the undecidability result also applies to the pure calculus of
bounded quantification, which was generally thought to be decidable.

e Untyped semantic models of F,, where subtyping is interpreted as simple inclusion, are
unproblematic. Appealing typed models, where subtyping is interpreted by actual coercion
functions, can also be sketched, but we encounter difficulties with the details.

e Our negative results — the undecidability of subtyping and the difficulty of constructing
typed models — indicate that in some ways F, is too powerful. Future investigations in
this area might profitably concentrate on weaker fragments for which the same positive
results can be proven more easily and for which comparable negative results do not hold,
provided that such fragments retain most of F,’s expressive power. We propose some likely
candidates in Chapter 8.

1.3 Outline of Results

The development of the technical chapters may be easier to follow for readers with some back-
ground in A-calculus [5, 77], type systems [33, 120], and, for Section 2.4, basic category the-
ory [3,7,90, 106].

Chapter 2 is a self-contained introduction to the major precursors of the F, calculus: the
simply typed A-calculus with subtyping, the first-order calculus of intersection types, and the
second-order calculus of bounded quantification. Besides introducing the notation and conceptual
background needed for later development, this chapter gives a conceptual and terminological
framework in which the semantics of these languages can be understood. Although it presents no
novel results, this framework may contribute to the organization and clarification of terminology
for these systems in the literature.

The F, calculus itself is introduced in Chapter 3 and some basic design issues arising in its for-
mulation are discussed. In particular, we introduce a new language construct, the for expression,
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which controls the search behavior of the typechecker and the introduction of intersection types.
This construct generalizes similar ideas from Reynolds’ Forsythe language and provides a cleaner
separation of mechanism than earlier formulations.

Chapter 4 undertakes a thorough proof-theoretic investigation of the properties of F,. We
begin by analyzing the subtype relation using “canonical types,” a well-behaved fragment with
sufficient expressive power to capture the essential aspects of the whole language. Using an
extension of Curien and Ghelli’s method of proof normalization by rewriting [50, 63], we show
that every canonical derivation can be transformed into a derivation in a restricted normal form.
This fact is used to prove the soundness and semi-completeness of a straightforward algorithm
for checking the subtype relation for arbitrary types. This algorithm forms a major component of
a type synthesis procedure for F, expressions, which is shown to be sound and semi-complete, in
the sense that whenever it terminates it computes a minimal type. The definition of this algorithm
can be thought of as defining a class of normal-form typing derivations similar to the normal-form
subtyping derivations that arise in the subtyping algorithm; the existence of these normal forms
yields a simple proof of the conservativity of F5 over first-order intersection types.

Chapter 5 offers a preliminary semantic investigation of F5. First, a simple untyped model
is defined using partial equivalence relations and the soundness of the typing rules is proved.
We next present the major obstacle to a full account of the typed semantics of Fa: the fact that
there are pairs of Fx types with no least upper bound. This result implies that standard methods
for constructing models of intersection types and proving them coherent cannot be extended
straightforwardly to Fo. Nevertheless, we can give a partial account of the typed interpretation of
F\ as a programming language by exhibiting a translation from F, typing derivations into a cal-
culus with a number well-studied typed models: the ordinary polymorphic A-calculus extended
with surjective tuples. This translation extends work on the semantics of F< by Breazu-Tannen,
Coquand, Gunter, and Scedrov [10] by interpreting intersection types as “coherent tuples” in the
target language. Analternative explanation of the semantics of F, is given by an equational theory
of equivalences between F, terms; this theory is shown to be a sound description of the earlier
untyped and translation semantics (assuming in the latter case that the translation is coherent).

Next (Chapter 6), we consider the completeness of the typechecking algorithm and discover,
unfortunately, that the typechecking problem for F, turns is undecidable. Indeed, we prove a
stronger result: the subtyping problem (“given a set of assumptions I' and two types ¢ and 7, is
it the case that o is a subtype of 7 under I'?”) is already undecidable in F, the pure calculus of
second-order bounded quantification. This result is of significant independent interest, since F«
subtyping has long been thought to be decidable and numerous theoretical studies and language
designs have been based on it. However, we argue thatboth F< and F, are “decidable in practice,”
in the sense that the natural type synthesis algorithms terminate for every case of conceivable
practical importance. Moreover, it is easy to show that some large and useful fragments of these
calculi are decidable.

The last technical chapter, Chapter 7, presents a collection of programming examples in Fx
including many new examples of programming with intersection types and type-theoretic formu-
lations of simple abstract interpretation and strictness analysis. We close with some observations
on programming with the for construct and techniques for debugging programs written in this
style.

Chapter 8 presents a critical evaluation of our results and outlines a program for further study.



Chapter 2

Background

This chapter sets the stage for the F, calculus by establishing notational conventions and reviewing
its two immediate ancestors. We first define a common core calculus, a simply typed A-calculus
with subtyping, and then discuss two extensions of this core, a first-order calculus with intersection
types and a second-order calculus with bounded quantification.

A (... + intersections) F< (... +bounded quantification)

N

A< (simple types + subtyping)

Each section includes additional notation and terminology for the mechanisms it introduces;
these are carried over or trivially extended in later sections.

2.1 Notational Preliminaries

2.1.1. Definition: A finite sequence with elements z through z,, is written [z;..z,]. Concatenation
of finite sequences is written X1 * X; or X1, X,. Single elements are adjoined to the right or left of
sequences with a comma: [z,, X3] or [X,, z;]. The length of a finite sequence X is written len(X).

Sequences are sometimes written in a “comprehension” notation: [z | ...]. For example, if
T = [o—T1, v—1, 0—80], then the comprehension [(; | (1—(2 € T and (;=0] stands for the finite
sequence [T, §].

2.1.2. Definition: It is sometimes convenient to ignore the ordering of a finite sequence and
treat it as a finite set. Conversely, we say that a finite sequence X enumerates a finite set Y if
Y={¢|zeX}

2.1.3. Notation: Throughout the thesis, the metavariables a and  range over type variables; o,
7,8, ¢, ¢, and ( range over types; S, 1T, U, V, M, and P range over finite sequences of types; e
and f range over terms; and z and y range over term variables. (See Appendix B for a complete
glossary of metavariables.)

2.1.4. Definition: A context I is a finite sequence of typing and/or subtyping assumptions for a
set of variables and/or type variables, with no variable listed twice. The empty context is written
{}. More explicit definitions of the contexts of particular calculi are given below.

14
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2.1.5. Definition: A subtyping statement is a phrase of the form I' - ¢ < 7, where ¢ and 7 are types.
A typing statement is a phrase of the form I' - e € 7, where ¢ is a term and 7 is a type. The body of
a statement is the portion to the right of the turnstile.

2.1.6. Definition: A derivation of a subtyping or typing statement ./ is a proof tree, valid according
to some collection of inference rules, whose root is J. We write d :: J to indicate that d is a
derivation of J.

2.1.7. Notation: The metavariable J ranges over both subtyping and typing statements; ¢
and d range over derivations of subtyping statements; s and ¢ range over derivations of typing
statements.

2.1.8. Convention: When two or more systems of inference rules are being considered simultane-
ously, the turnstile symbol will often be annotated with a superscript indicating which calculus a
derivation belongs to; for example, derivations in the pure F, calculus are marked 1.

2.1.9. Convention: Types, terms, contexts, statements, and derivations that differ only in the
names of bound variables are considered identical.

It is formally clearer to think of variables not as names but, as suggested by deBruijn [56],
as pointers into the surrounding context. This point of view is notationally too inconvenient to
adopt explicitly in what follows, but will be a significant aid in understanding the behavior of the
rules that manipulate variables.

2.1.10. Definition: When X and X' are identical phrases (types, terms, contexts, finite sequences
of types, statements, derivations, etc.) up to renaming of bound variables, we write X = X'. If
X' contains free metavariables, then X = X'’ denotes pattern matching; for example

“if r = 11—, then...”
means

“if 7 has the form 71— 7, for some 7 and 7, then...”

2.1.11. Definition: The number of nodes in a derivation d is written size(d).

2.1.12. Definition: The capture-avoiding substitution of e for z in f is written {e/z}f. The
capture-avoiding substitution of o for a in 7 or e is written {o/a}r or {o/a}e. The capture-
avoiding substitution of ¢ for a in the range of I' is written {o/a}T.

2.1.13. Notation: The functional application of one phrase to another is normally denoted by
juxtaposition: e1 e;. When e or e is a long or complex expression, the application is sometimes
emphasized with an explicit marker: e; = e;. Similarly, type applications, usually written e [7],
sometimes appear as e * [7] to improve readability.

2.1.14. Notation: Sessions with the prototype typechecker for F, are set in a typewriter font using
only ascii symbols. The mathematical symbols used in the A-calculus notation are transliterated
as follows:
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Asci i TeX

s, t 77’

A B a, (B

-> —

/\ N A

T T

\x:s. e Ario. e
\\a<s. e Aa<o. ¢
Al a<s. t Valo. T
< <

plus, tines +, x

Lines of input to the running typechecker are prefixed with a > character and followed by the
system’s response:

>f = \x:Int. Xx;
f : Int ->Int

2.1.15. Convention: The type constructors — and V are assumed to bind more tightly than A,
allowing most parentheses to be dropped. Also, — associates to the right and V¥ obeys the usual
“dot rule” where the body 7 of a quantified type Va<o. 7 is taken to extend to the right as far as
possible.

For example, the type expression

(o0—=(1—=(01162))) A (Va<Lo. (VBLT. (9AY)))
is written

o—T—(01A\0) A Va<o. VBT, oA,

2.1.16. Remark: The word algorithm is used throughout the thesis in the sense of “recursively
defined procedure,” with no intended connotation of totality. When a given algorithm is known
to terminate for all inputs, we call it a decision procedure.

2.2 Simply Typed A-Calculus with Subtyping

The F, calculus may be viewed as a “least upper bound” of two calculi: a first-order A-calculus with
intersection types (Ax) and a second-order A-calculus with bounded quantification (£<). These,
in turn, are both extensions of the simply typed A-calculus enriched with a subtyping relation
(A<). The latter system was proposed by Cardelli [20, 23] as a “core calculus of subtyping” in a
foundational framework for object-oriented programming languages.

2.2.1. Definition: The types of A< consist of a set of primitive types (ranged over by the metavariable
p) closed under the function space type constructor —-:

T ou= p | m—mn
2.2.2. Definition: The terms of A< consist of a countable set of variables (ranged over by z), to-
gether with all the phrases that can be built from these by functional abstraction and application:

e = x | dzm.e | ere
2.2.3. Remark: The presence of the domain-type annotation  in the syntax of A-abstractions marks

a fundamental design choice, which we shall maintain throughout the thesis: all of the calculi we
consider are explicitly typed systems (as opposed to type assignment systems). This requires that a
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programmer exert firm control over the typechecker’s behavior, making programs more verbose
but rendering typechecking decidable in many cases where type inference would be undecidable.
Section 2.4 discusses these issues in more detail.

2.2.4. Definition: A A< context is a sequence of typing assumptions
r == {} | T,ar

with no variable mentioned twice. The function dom(1') denotes the set of variables defined by I';
the range of I is the collection of right-hand sides of bindings in I'. I'(z) denotes the type of z in
I, if it has one.

2.2.5. Definition: The set of free variables of a term e is written FV(e).

2.2.6. Definition: A term e is closed with respect to a context I' if FV(e) C dom(I'). A typing
statement I' - e € 7 is closed if e is closed with respect to I'.

2.2.7. Convention: In the following, we assume that all statements under discussion are closed.
In particular, we allow only closed statements in instances of inference rules.

The typing relation of A< is formalized as a collection of inference rules for deriving typing
statements of the form I' - e € 7 (“under assumptions I', expression e has type 7”), where I
contains a typing assumption for each of the free variables of e. The rules for variables, abstractions,
and applications are exactly the same as in the ordinary simply typed A-calculus [37]. In addition,
we introduce a rule of subsumption stating that whenever a term e has a type ¢ and ¢ is a subtype
of another type 7, the type of e may be promoted to .

2.2.8. Definition: The A< typing relation I' - e € 7 is the least three-place relation closed under
the following rules:

I' -z e I'(z) (VAR)

Iaem Feemn
ARROW-I
't Aeim. e € mi—m ( )
I+ €1 € T1—T2 I+ € € 71 (ARROW—E)

I+ €1 €2 € T

I+ I+ <

€ €T T S T (SUB)

I'Feen

2.2.9. Remark: This definition may be viewed in two different ways:
1. as a three-place relation constructed as the limit of a sequence beginning with the empty
relation and successively enriching it according to the rules VAR, ARROW-I, ARROW-E, and
SUB, or

2. as a simple logic whose derivable judgements are those appearing as conclusions of valid
derivation trees built from these rules.
We adopt both views, interchangeably, in what follows. For example, the consequent in the
sentence
IfTFeer, thenT - fef
may be read as asserting the existence of a valid derivation with conclusion I' - f € 6, as well as
the presence of the tuple (I', f, #) in the graph of the typing relation.

2.2.10. Remark: By analogy with types, we might expect the definition of A< terms to include a
collection of constants. These can be added to the calculus, but they are not strictly necessary:
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we can write programs involving “built-in values” like numbers and arithmetic operators simply
by considering these as variables and providing a pervasive context — call it I'y — assigning them
appropriate types. When contexts are extended in Section 2.6 to allow assumptions for type
variables, primitive types can also be dropped, although not every conceivable ordering on the
primitive types can be encoded as a pervasive context (c.f. 2.6.6 and 3.4.2.5).

It remains to define the subtype relation. Intuitively, a subtyping statement I' - o < 7
corresponds to the assertion that o is a refinement of 7, in the sense that every element of & contains
enough information to meaningfully be regarded as an element of 7. In some models this means
simply that o is a subset of 7; more generally, it implies the existence of a distinguished coercion
function from o to 7.

These considerations immediately entail that the subtype relation should be both reflexive and
transitive — i.e., that it should be a preorder. We assume that the subtype relation on primitive
types is given in advance by some preorder <p. This relation is extended to the smallest preorder
closed under the following subtyping rule for function types: o1—o0> is a subtype of m1—n, iff
71 is a subtype of o1 and o, is a subtype of 7. Notice that, as usual, this relation is covariant in
the right-hand side and contravariant in the left-hand side of the — constructor: a collection of
functions can be refined either by narrowing the range into which their results must fall or by
enlarging the domain over which they must behave properly.

2.2.11. Remark: A key feature of this notion of subtyping is that it is structural: the ordering of
two arrow types is completely determined by their left- and right-hand sides. In logical terms, the
only extended theories we consider are those whose non-logical rules are restricted to statements
about primitive types. This feature is retained in the other calculi we consider in the thesis.

In fact, the subtype relation of A< is not only structural, but compositional: the ordering on
arrow types may be computed as a function of the ordering of their left- and right-hand sides.
The introduction of intersection types in the next section will invalidate this stronger property.

2.2.12. Definition: The A< subtyping relation I' o < 7 is the least three-place relation closed
under the following rules:

r-r<r (SUB-REFL)
I'tn < m I'Fmn <73
B-TRA
I'Frn <73 (Su NS)
I'Ep1 <p p2
SUB-PRIM
I'Ep1 < p2 ( )
T+ < T+ <
=% 2 =" (SUB-ARROW)

't o1—oy < 1—m

2.2.13. Remark: The context I' plays no part in these rules and could be dropped without changing
the system. We include it here for notational compatibility with later systems, in which contexts
will also contain subtyping assumptions about type variables.

2.2.14. Notation: When I' - ¢ < 7, we call 7 a supertype of o.

2.2.15. Notation: WhenI' F ¢ < 7and I' - 7 < o, we say that ¢ and 7 are equivalent under T,
written' o ~ .

2.2.16. Notation: We write I' ¥ o < 7 to deny the derivability of the statementI' - o < 7.

2.2.17. Convention: When necessary to prevent confusion with other calculi, turnstiles in A<
derivations are written <.
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2.3 Intersection Types

Intersection types in the pure A-calculus were developed in the late 1970s by Coppo and Dezani-
Ciancaglini [40], and independently by Sallé [46, 127] and Pottinger [110]. Since then, they
have been studied extensively by members of the group at the university of Turin and many
others [6, 35, 41, 42, 43, 44, 45, 57, 58, 75, 76, 121, 123, 125, 126, 131, 132]. The original motivation
for their introduction was the desire for a type-assignment system in the spirit of Curry [52], but
with two additional properties:

1. The typing of a term should be invariant under 3-conversion. (Under Curry’s system,

B-reduction preserves types but 3-expansion, in general, does not.)

2. Every term possessing a normal form should be given a meaningful typing.
Various extensions of the original intersection type discipline have also been explored. These
include the notion of infinite intersections [88], the dual notion of union types [4, 73, 105, 107], and
the relationship between intersection types and models of polymorphism [81, 104, 136]. Some
related extensions to ML-style type inference systems are represented by the notions of refinement
types [60, 72, 107] and soft typing [36, 59].

Reynolds provided the first demonstration that intersection types can be used as the basis for
practical programming languages [118, 121]. A primary goal of this thesis is to extend Reynolds’
work by studying the interaction of intersection types with other important type-theoretic prin-
ciples, primarily parametric polymorphism, and to develop a larger suite of interesting examples
illustrating their utility in programming.

2.3.1. Definition: The first-order calculus of intersection types, A, is formed from A< by adding
intersections to the language of types:

T = p | m—=mn | Alm.m]

2.3.2. Definition: For presenting examples, our formulation of the A, type system in terms of
n-ary intersections is somewhat cumbersome. We therefore introduce the following abbreviations:

def

oAT = Ao, 7]
T A

Of course, the whole system could equally well be formulated in terms of a binary constructor A
and a nullary constructor T. However, for the theoretical analysis of the system (and its extension,
FA), the n-ary formulation leads to shorter and clearer proofs of its properties.

2.3.3. Remark: The notations ¢ N 7, &7, and o A7 have all been used to denote the intersection
of o and 7; the universal type (usually corresponding to a nullary intersection) has been written
as both w and ns (“nonsense”). To emphasize the order-theoretic intuition that the intersection of
o and 7 is their greatest lower bound (or “formal meet”) in the subtype preorder — and to de-
emphasize the common intuition that o AT denotes the set-theoretic intersection of the denotations
of o and 7 — we use the A symbol for binary and n-ary intersections. The phrase o A7 (or A[o, 7])
is pronounced “o meet 7,” “o intersect 7,” or “o and 7.” For the nullary intersection, we use the
symbol T (“top”) by analogy with the binary case.

Two new subtyping rules capture the order-theoretic properties of the A operator:

foralli, I' F o < 73
I' o < Alm..7]

(SUB-INTER-G)
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I' = Almem] <1 (SUB-INTER-LB)

(Complete sets of inference rules for A, and the other major systems introduced in the thesis
appear in Appendix A. Here we discuss just the extensions to A< that are required to form
An.) Note that the premise of the first rule actually stands for n different premises, one for each
i € {1..n}; similarly, the second rule stands for » different rules, one for each value of :.

One additional subtyping rule captures the relation between intersections and function spaces,
allowing the two constructors to “distribute” when an intersection appears on the right-hand side
of an arrow:

I' - Alo—=m1..0—-7,] < 0 — A[n1..74] (SuB-DIST-TA)

(This inclusion is actually an equivalence, since the the other direction may be proved from the
rules for meets and arrows.)

This rule, though intuitively reasonable, will have a strong effect on both syntactic and semantic
properties of the language. For example, it implies that T < ¢— T for any o.

The typing rules must also be extended slightly. As for any type constructor, we expect to find
a pair of an introduction rule, by which terms can be shown to possess intersection types, and
an elimination rule, by which this fact may later be exploited. The introduction rule allows an
intersection type to be derived for a term whenever each of the elements of the intersection can
be derived for it separately:

foralle, I' e € 7;

I' e e Alm..m]

The corresponding elimination rule would allow us to infer, on the basis of a derivation of a
statement like I' - e € A[7y..7,], that e possesses every 7; individually. But this follows already
from the rule SUB-INTER-G and the rule of subsumption; we need not add the elimination rule
explicitly to the calculus.

The nullary case of this rule is worth particular notice, since it allows the type T to be derived
for every term of the calculus, including terms whose evaluation intuitively encounters a run time
error

(INTER-I)

> 5 true;

it @ T

or fails to terminate:

> (\x:T. x x) (\x:T. x Xx);
it @ T

The system as we have described it so far supports the use of intersection types in programming
only to a limited degree. Suppose, for example, that the primitive subtype relation has Int < Real
and the addition function in the pervasive context is overloaded to operate on both integers and
reals:

I's(+) = Int—Int—Int A Real—Real—Real.

Expressions involving addition of integers and reals will be given type Int if possible, otherwise
type Real:
> plus 0 O;
it : Int

> plus pi pi;
it : Real
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> plus 0 pi;
it : Real

(Note that the typechecker attempts to simplify the type it derives for each term, so that, for
example, the type of pl us 0 0 is printed as | nt instead of as | nt/\ Real .)

But using just the constructs introduced so far, there is no way of writing our own functions
that behave in this way. For example, the doubling function Az:?. 2 4+ 2 cannot be given the type
Int—Int A Real—Real, since replacing the ? with either Int or Real (or even IntAReal) gives a typing
that is too restrictive:

> doublel = \x:Int. plus x x;
doublel : Int -> Int

> doubl e2 = \x: Real. plus x x;
doubl e2 : Real -> Real

> double3 = \x:Int/\Real. plus x x;
double3 : Int -> Int

This led Reynolds [121] to introduce a generalized form of A-abstraction allowing explicit
programmer-controlled generation of alternative typings for terms:
e u= ... | AzmT.T,. e

The typing rule for this form allows the typechecker to make a choice of any of the ¢’s as the type
of z in the body:

I'zio; Feemn;

ARROW-T
I' b Axioq..0,,. € € 0,—T; ( © )

This rule can be used together with INTER-I to generate a set of up to n alternative typings for
the body and then form their intersection as the type of the whole A-abstraction:

> double = \x:Int,Real. plus x x;
double : Int->Int /\ Real ->Real

One peculiar property of the generalized ) is that adding extra alternatives to the set of possible
domain types for z can only improve the typing of the whole expression. If some alternative results
in a “typechecking failure,” the best type for the body under this assumption will be equivalent
to T (typically via the SUB-DIST-IA rule), and may therefore be dropped from the final type of the
expression without changing its equivalence class in the subtype ordering:
> double = \x:Int,Real, Char. plus x x;

double : Int->(Int/\Real) /\ Real->/\[Real] /\ Char->T
i.e. Int->Int /\ Real ->Real

Another point worth noting is that, in A<, the embedding of the primitive subtype relation <p
into the full relation < preserves both greatest lower bounds and least upper bounds. In A,, this
is true only for least upper bounds; that is:

¢ Inboth A< and A,, if p’ is a least upper bound of p; and p; in the <p relation, then it is also

a least upper bound in <.

o In A, if p is a greatest lower bound of p; and p; in the <p relation, then it is also a greatest
lower bound in <.

e In A, if p’ is a greatest lower bound of p; and p; in the <p relation, then it is not a greatest
lower bound in <; in particular, it is strictly greater than piAp,.

2.3.4. Convention: When necessary to prevent confusion with other calculi, turnstiles in Ax
derivations are written .



2.4. SEMANTIC FRAMEWORKS FOR INTERSECTION TYPES 22

2.4 Semantic Frameworks for Intersection Types

Work in the semantics of typed programming languages and A-calculi may roughly be divided
into two philosophical camps. One, sometimes called Curry-style semantics, takes the semantics
of an expression to be the semantics of the pure A-term found by erasing any type annotations
it may contain. The other, sometimes called Church-style semantics, views the expressions of a
typed calculus as a linear shorthand for fully typed forms in which every phrase and subphrase
is annotated with its typing; it is these fully explicit forms, i.e., the typing derivations of the
calculus, to which a semantic interpretation is given. In general, Curry-style systems correspond
to the left-hand side of the following diagram, while Church-style presentations correspond to
the right-hand side:

‘ source expressions ‘

erasur/ We reconstruction

pure A terms typing derivations

MM MEeer]

‘ untyped model ‘ typed model

These two perspectives have also been called the epistemological and the ontological views
of types [87], since one is primarily concerned with knowledge, the other with being; extrinsic and
intrinsic have also been suggested. Both views yield sensible and useful interpretations of systems
with intersection types, and of F, in particular.

2.4.1. Remark: The distinction between typed and untyped models is not a clear as it might
appear from this sketch. For example, one of the mysteries of the polymorphic A-calculus is that
every known typed model is based on an underlying untyped model [Reynolds, personal com-
munication, 1991]. Even so, the difference between typed and untyped semantic interpretations
of terms is quite distinct.

24.1 Untyped Semantics

Curry-style type systems are often called type assignment systems. Terms in these systems typically
contain no type annotations at all, in which case the erasure step is trivial. The interpretation of
a term M is some element m of an untyped model D, given by a semantic function [—]|, which
is defined by induction on the structure of terms. Typing is a matter of predication: a typing
statement involving a term M is an assertion about [M]].

According to this point of view, the interpretation of a type 6 is a predicate, a set of elements
of D for which the assertion expressed by 6 is true. For example, the interpretation of o —7 is

[o—7l={m € D |foralln e [[c], m*n € [T]}.

A typechecker, in this context, can be thought of as proving theorems about programs —
theorems that show, on the basis of a set of typing rules that are known to be sound descriptions
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of the semantics of terms, that the interpretations of terms behave in certain ways. A type inference
procedure is a deterministic procedure for discovering a principal theorem — a theorem of which
all other theorems about the behavior of the program are corollaries. (The term “type inference”
is occasionally used in an even more general sense, to describe algorithms that determine whether
a term is typeable, without actually synthesizing any particular type or set of types for it ([85, for
example]).

type inference
typeability YP ‘ source expressions ‘

erasure

[M]

‘ untyped model ‘

When o and 7 are regarded as predicates, the assertion that o < 7 simply means [[¢]] C [7]; the
syntactic term subtype coincides with the semantic term subset. Similarly, the natural interpretation
of o AT is the logical conjunction of the predicates o and 7, i.e., the intersection of the subsets of D
denoted by ¢ and 7,

[onr]l = el N1,
and [T]] = D.

24.2 Typed Semantics

In Church-style type systems, commonly referred to as typed A-calculi, the picture is somewhat
more complicated. Typing, here, has behavioral force: it is not a description of semantics, but an
integral part of semantics. The interpretation function [—] is defined by induction on typing
derivations, not on the underlying terms. In cases where a typing derivation contains a sub-
sidiary subtyping derivation, the latter is mapped into a function between semantic domains —
a derivation whose conclusion is ¢ < 7 is mapped into a coercion function from [o]| to [7]l. This
function will sometimes be just an identity injection, as in the untyped case, but in general it may
transform its inputs in some substantial way. For example, the coercion from [Int] to [[Real]] may
involve a change of representation, and the coercion from a record with many fields to one with
fewer fields may involve actually dropping the extra fields.

The typed interpretation of an expression e of the source calculus involves the intermediate
step of constructing a typing derivation of I' - e € 7 for some I' and 7. In other words, a bare
source expression underdetermines its semantic interpretation: its image in the semantic domain
depends on “more than meets the eye.” Indeed, even when I' and 7 are fixed, there may be a
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number of different derivations of the statement I' - e € 7, and these might, in general, lead to
different interpretations.

For practical programming languages, there must be some effective means of calculating a
type T and a valid derivation s :: I' - e € 7, whenever possible, for any given source expression e
and context I'. An algorithm that performs this task is a type reconstruction procedure.

For certain calculi (e.g., languages based on system F’ with partial type reconstruction [9, 102,
109]), it is possible to pick out a subset of the source expressions, the fully typed terms, with the
special property that each fully typed term has at most one typing derivation for a particular
choice of I, and for which the type reconstruction problem is therefore particularly simple. Type
reconstruction for these terms might better be called typechecking, since this connotes a simpler sort
of algorithm than “reconstruction.” For such a calculus, our general picture of typed semantics
may be refined as follows:

D)
‘ source expressions ‘ ~———|fully typed terms

type reconstruc& //ypecheckmg

typing derlvatlons

[CFeeT]

typed model

None of the languages considered in this thesis have a notion of fully typed terms, however, so
the left-hand side of this diagram is the one that is important here.

Higher-order polymorphic A-calculi sometimes blur the syntactic distinction between ordi-
nary applications and type applications [47, 48]. In such situations, type reconstruction can be
generalized to a notion of argument synthesis [109]. On the other hand, some second-order calculi
with subtyping, such as F< and F,, require fully explicit type abstractions and applications, but
allow the types of terms to be implicitly promoted to supertypes at any point. In these cases,
coercion reconstruction may be a more appropriate term.

Just as some typings are more informative than others (for example, Int—Int—Int A
Real—Real—Real is a better type than Int—Int—Int for the 4+ operator, and this is better, in turn,
than T), there may be some interpretations of (possible typings of) a source expression that are
more useful than others. In general, more informative typings yield more useful interpretations,
so it is desirable that the type reconstruction procedure calculate as good a typing as possible for
each source expression. In the best case, a calculus may have the property that there is a “least”
or principal typing for every typable source expression. Best of all is the case where an effective
procedure exists for computing this typing.

All of the calculi studied in this thesis have the principal typing property. Both A, and A<
have decidable principal typings. (Indeed, the type assignment system corresponding to our
explicitly typed A<has decidable principal typings.) Principal typings for F<, unfortunately, fail
to be decidable (c.f. Chapter 6), but a slightly weaker property does hold: whenever the type
synthesis procedure described in Section 2.6 terminates, it yields a principal typing; in fact, for
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every source expression with any F< typing, the procedure is guaranteed to terminate and yield
a principal typing. This property is not meaningful in F, since there, as in A5, every source
expression has some typing. But the cases where the natural type synthesis procedure diverges
seem extremely unlikely to arise in practice.

For the sake of precision in what follows, we pause to sketch a framework for the category-
theoretic semantics of a first-order typed A-calculus with subtyping, as suggested by Reynolds [121,
123]. (For the present discussion, we drop the context I' from subtyping derivations to emphasize
that we are working with a first-order calculus. To deal rigorously with the more general case,
where 7 might depend on I', we would need a category-theoretic model for second-order bounded
quantification. The structure of such models is not well understood.)

e The semantics of derivations is based on a category K and a subcategory S sharing all of K’s
objects. The objects of K and S correspond to the types of the source calculus. We require
that K be Cartesian closed and that there be a functor =€ S ® x S—§ that is a restriction of
==¢€ K x K=K, the exponentiation functor. S, the subcategory of coercions, must include
morphisms corresponding to the primitive coercions, must be closed under all the coercion
constructors needed to interpret compound subtyping derivations, and must possess certain
limits (discussed below), including at least products. Moreover, a limit in S should also be
a limit of the same diagram in K. In other words, we require that every S-diagram of the
appropriate form have a K-limit.

Each type 7 of the source calculus is interpreted as (denotes) an object [7]] of K.

A subtyping derivation ¢ :: ¢ < 7 is interpreted as a S-morphism [[c]| € [e]l—[7]

A context I = z1:7y .. x,,:7, is interpreted as the S-product [7(]] x - - - x [, ]l.

e A typing derivation s :: I' - e € 7 is interpreted as a K-morphism [[s]] € [T']]—=[7].

The fact that information must be added to the source text of a program to find its behavior
should be invisible to the programmer, in the sense that, whenever the same source expression
may lead to different proofs of the same typing statement and thus to different interpretations, it is
critical that these interpretations should behave identically. That is, the source expression should
completely determine the observable behavior of all its possible interpretations: “What you see is
what you get.” A language that violates this requirement may still be perfectly well defined, but it
will be impossible for programmers to predict the behavior of their programs, except, perhaps, by
according to the details of some particular algorithm for computing principal typings. (Algol-68
and PL/I have both been criticized on this score.)

This idea of invariant behavior under alternative interpretations was introduced by
Reynolds [117] for the specific case of the coercions associated with primitive operators like 4.
Breazu-Tannen, Coquand, Gunter, and Scedrov later considered the problem in a more general
setting [10] and coined the term coherence to describe it.

An important special case of the coherence of the interpretation of typing is the coherence of
the interpretation of subtyping: for every pair of subtyping derivations ¢ and d with the same
conclusion, it must be the case that [[c]] = [[d]l. (The appropriate notion of “=" depends on the
model.) If this requirement fails, we can easily use rule SUB to construct an incoherent pair of
typing derivations.

If we consider the subtype preorder as a category, then the coherence condition for subtyping
says precisely that the interpretation function is a functor.

The desire for a coherent semantics leaves very little choice in the interpretation of intersection
types. For the sake of simplicity, consider just the binary intersection of two types o and 7. Then
the following observations follow directly:
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1. Since rule SUB-INTER-LB stipulates that cAT < ¢ and oAT < 7, there must be coercion

functions proj; € [oAT]l — [[e] and proj, € [onT]] — [7]in S.

2. For every type ( such that o < { and 7 < (, the composite coercions proj; ; [c < (] and
proj, ; [T < (]l must be equal in order to achieve coherence —i.e., the S-diagram

/
N proj,

[oAT]l

m

\/

| A
=

must commute. (Here “;” denotes composition in diagrammatic order.)

3. For every type 6 such that § < o and 6 < 7, rule SUB-INTER-G implies that there must be a
coercion from 6 to oAT. Call this coercion ug. To achieve coherence, the coercions [6 < o]
and [0 < 7] that map directly from 6 to o and 7 must “factor through” uy — that is, the
S-diagram

(o] (71

projy proj

[0 <ol\ [oAr] /16 <7]

Uug

[o1
must commute.
In order that the interpretation of subtyping derivations be well-defined, this coercion
should be determined by the coercions [[# < o] and [[§ < 7]].

Taken together, these considerations lead us to a straightforward definition of the interpretation
of oAT as a categorical limit. (Note that we are not forced by the above considerations to interpret
oAT as a limit: any S-object that makes all the appropriate diagrams commute would do. But the
limit is a particularly natural choice.)

2.4.2.1. Definition: The interpretation [ocA7] and the associated coercions proj, and proj, are given
as the limit, in S, of the diagram

[0 [¢21 [¢all [¢all [¢s1

N1

where (3, (2, etc. are all the common supertypes of o and 7. (N.b. To avoid cluttering the picture,
the (shave been drawn as though they were mutually unrelated. Of course, the coercions between
them must also be included in the limit diagram.)
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If o and 7 happen to have a least upper bound ¢ U 7 in the subtype ordering (again omitting
subtype relations between the (s),

N
SN

then — because, to achieve coherence, all the composite arrows must commute — the diagram
defining [[o A7]] may be summarized by a much simpler diagram with the same limit:

[ou-r]

o]l (71

The limit of this diagram is precisely the categorical pullback of [[o]] and [7]] with respect to the
coercions [e < o U rt]land [T < o U 7]

The first-order calculus of intersection types, A5, can indeed be shown to possess a least upper
bound for every finite collection of types (under certain assumptions about the primitive subtype
relation), so we can use the latter interpretation of intersections, appropriately generalized to n
elements. The S-limits needed to make this construction well defined are guaranteed to exist if
we require that S have limits of all finite diagrams.

2.4.3 Operational semantics

A similar sort of distinction may be drawn between typed and untyped styles of operational
semantics:

‘ source expressions ‘

erasure type reconstruction

typing derivations

‘Values (canonical terms) ‘ ‘Values (canonical derivations) ‘
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An untyped operational semantics first strips a source expression e of any type annotations,
yielding a pure A-term M, which is then evaluated according to some collection of reduction rules
to produce a value v (typically also a A-term, though some formulations make use of auxiliary
notions like closures). A typed operational semantics, on the other hand, begins from a typing
derivation I' F e € 7. This derivation itself is then transformed according to some collection of
evaluation rules to produce a derivation in a restricted canonical form. (Again, auxiliary notions
like the closure of a derivation may also be needed.)

The notion of an operational semantics of typing derivations is somewhat unfamiliar, even
though typed operational semantics have often been given for typed languages. The reason
for this is that these semantics have usually been presented as operating on typed terms, not
derivations. (Curien and Ghelli’s rewriting systems on Fx typing derivations [50, 51, 63] might be
viewed as an exception.) This works because the calculi involved (explicitly typed presentations
of system F’ for example) are degenerate in a certain sense: there is a one-to-one correspondence
between valid typing statements and their typing derivations. We might say, in such cases, that
the type systems involved are unitary.

2.4.4 Discussion

The key distinctions between the two views of typing can be summarized as follows:

TYPE ASSIGNMENT SYSTEMS

TYPED CALCULI |

Curry-style Church-style

extrinsic intrinsic

epistemological ontological

“type annotations are directives tothe | “type annotations are part of the
typechecker” program”

untyped models typed models

type inference typechecking

type reconstruction

argument synthesis

coercion reconstruction

subset interpretation of subtyping coercion interpretation of subtyping
intersection = intersection intersection = coherent overloading

2.4.4.1. Remark: In comparing Church-style and Curry-style semantics, we have been cautious
in our usage of a number of terms that are sometimes employed to distinguish the two. In some
neighborhoods of the programming language community where clear and rigorous meanings
have been agreed on for these terms, they function as useful shorthands. But the field as a whole
has seen them put to so many, often subtly different, uses that they can cause confusion among
broader audiences.

The phrases implicitly typed and explicitly typed calculus — referring to the presence or absence
of concrete-syntax annotations such as type abstractions, type applications, and our for construct
— are particularly confusing, since Church-style systems tend to include such annotations and
Curry-style systems tend to omit them. In the context of the above discussion, it can be seen
that the other pairings also make perfect sense: a type assignment system may be formulated so
that type annotations in source expressions limit the possible typing derivations involving them;
conversely, a typed semantics may be given to a language where the entire burden of discovering
typing derivations is placed on the typechecker. Indeed, Harper and Mitchell [69] have promoted
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a view of ML, the quintessential implicitly typed polymorphic language, as a typed A-calculus in
the style of Church. Thus, the distinction between explicit and implicit typing should be viewed
as a syntactic question (“what are the subjects of the type inference rules”) and an algorithmic
question (“how much and what kind of help must the programmer give to the typechecker”), but
not as a semantic question.

We have also been careful to use the phrase “type inference” only in the context of systems with
untyped semantic models. When the same term is used for typed systems, its historical association
with Curry-style presentations tends to lead to confusion. We prefer “type reconstruction” for the
typed case.

2.4.4.2. Remark: Intersection types are also sometimes called conjunctive types, but this termi-
nology has fallen into disfavor because it suggests a false analogy with the “and” connective of
intuitionistic logic. The well-known Curry-Howard isomorphism establishes a fruitful intuitive
correspondence between the type constructors of A-calculi and the connectives of intuitionis-
tic logic: functional types correspond to logical implication, polymorphic types to polymorphic
quantifiers, product types to logical conjunction, disjoint sum types to disjunction, and so on.
Roughly speaking, a term of a given type can be viewed as evidence (in the sense of a constructive
proof) of the truth of the corresponding logical proposition. The difference between the product
type o x 7 and the intersection o A7 is that an element of o x 7 consists of two pieces of evidence,
one establishing ¢ and the other establishing 7, whereas an element of o A7 consists of a single
piece of evidence that establishes both o and 7. (To be completely faithful to the explicitly typed
perspective, we should go a step further and say that an element of the intersection type contains
a piece of evidence that can be coerced to evidence for o and, perhaps via a different coercion, to
evidence for 7.)

2.5 Expressiveness of the Intersection Type Discipline

The expressive power of intersection types is clearly illustrated by the fact that they can be used
to type many pure A-terms that have no typed counterparts in A<. For example, it is easy to show
that there the term Az. zz hasno simple typing (i.e., there are no o and 7 such that P= \z:0. 22 € 7).
But in A, it has many types — for example,

> \x: AVA->B. x X;
it : (AM\A->B) ->B

for any Aand B.

This particular A-term can also be typed in the pure polymorphic A-calculus (for example, by the
typed term Az:(Va. a—a). z [Va. a—a] ), butitis known that there are strongly normalizing terms
that cannot be given polymorphic typings [65]. By contrast, various formulations of intersection
types can be used to exactly characterize the set of strongly normalizing terms and two similar
important sets of pure terms (see [35] for a more complete discussion, sketches of proofs, and
pointers to full proofs).

2.5.1. Remark: The classical results about the intersection type discipline have been proved for a
type assignment system, not an explicitly typed calculus. Strictly speaking, they cannot be taken
as having any immediate bearing on the explicitly typed calculi we consider here. For example,
it does not make sense to talk about “typing terms of the pure A-calculus” in an explicitly typed
calculus whose semantic models are also typed, since there is no straightforward way to relate the
semantics of a typed term to the semantics of its erasure. Nevertheless, these results do provide
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a good intuitive gauge of the expressive power we may expect from intersection types in typed
calculi.

2.5.2. Definition:
1. The type assignment system I+ _ is the implicitly typed analog of Ax.
2. The type assignment system I, is the implicitly typed analog of a version of A, where

the < relation and the rule SUB are dropped in favor of an explicit INTER-E rule and the A
constructor is restricted to the binary case.

2.5.3. Definition:
1. A type 7 is tail-proper if T = 01— 02— - - - =0, —p for some n > 0.

2. The positive and negative occurrences of a subphrase o in a type 7 are defined inductively as
follows:

e if 7 = o, then o occurs positively in 7;

e if o occurs positively (resp. negatively) in 71, then it occurs negatively (positively) in
T1—Ty; if it occurs positively (negatively) in 7, then it occurs positively (negatively) in
T1—T2,

e if o occurs positively (negatively) in 7;, then it occurs positively (negatively) in A[71..7,].

3. A type is proper if it contains only negative occurrences of T, anti-proper if it contains only
positive occurrences of T, and strictly proper if it contains no occurrences at all of T.

4. A context is proper (anti-proper, etc.) if its range contains only proper types.

2.5.4. Theorem: Let M be a pure A-term. Then M is normalizable iff there is an anti-proper AT <
context I' and a proper type o such thatI' -, + . M € 0. -

2.5.5. Theorem: Let M be a pure A-term. Then M is head-normalizable iff there is some -, + _
context I' and a tail-proper type o such thatI' -, + . M € o. -

2.5.6. Theorem: Let M be a pure A-term. Then M is strongly normalizing iff there is a context I
in A and a strictly proper type o such thatI' A M € o.

2.5.7. Remark: An easy corollary of these theorems is that the full type inference problem for the
type assignment presentation of intersection types is undecidable.

2.5.8. Remark: The classical intersection type discipline can be formulated without the subtype
relation, distributivity law, or nullary intersections, while retaining much of the expressive power
of the full-blown systems with these features. This leads one to wonder whether a simpler
formulation would also suffice for the uses of intersection types in a programming language
setting, although, for the sake of generality in this thesis we have chosen to deal with the richer,
more complex formulation. This point is discussed in more detail in Section 3.4.1.

2.6 Bounded Polymorphism

The notion of bounded quantification was introduced by Cardelli and Wegner [33] in the lan-
guage Fun. Based on informal ideas by Cardelli and formalized using techniques developed by
Mitchell [94], Fun integrated Girard-Reynolds polymorphism [66, 116] with Cardelli’s first-order
calculus of subtyping [20, 23].
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Fun and its relatives have been studied extensively by programming language theorists and
designers. Cardelli and Wegner’s survey paper gives the first programming examples using
bounded quantification; more are developed in Cardelli’s study of power kinds [24]. Curien and
Ghelli [50, 63] address a number of syntactic properties of F<. Semantic aspects of closely related
systems have been studied by Bruce and Longo [12], Martini [91], Breazu-Tannen, Coquand,
Gunter, and Scedrov [10], Cardone [34], Cardelli and Longo [29], Cardelli, Martini, Mitchell, and
Scedrov [30], Curien and Ghelli [50, 51], and Bruce and Mitchell [14]. F< has been extended to
include record types and richer notions of inheritance by Cardelli and Mitchell [32], Bruce [11],
Cardelli [26], and Canning, Cook, Hill, Olthoff, and Mitchell [18]. Bounded quantification also
plays a key role in Cardelli’s programming language Quest [25, 29] and in the Abel language
developed at HP Labs [17, 18, 19, 39].

The original Fun was simplified and slightly generalized by Bruce and Longo [12], and again
by Curien and Ghelli [50]. Curien and Ghelli’s formulation, called minimal Bounded Fun or F<
(“F-sub”), is the one considered here.

Like other second-order A-calculi, the terms of F include the variables, abstractions, and
applications of A<, plus the type abstractions and type applications of the second-order A-calculus
— slightly refined to take account of the subtype relation: each type abstraction gives a bound
for the type variable it introduces and each type application must satisfy the constraint that the
argument type is a subtype of the bound of the polymorphic function being applied. Also, like
that of A4, the Fx subtype ordering includes a maximal element. (Since the two are not exactly
the same (c.f. 3.4.1), the maximal F type is called here by its conventional name, Top, instead of
T.)

= Top | a | 71 = n | Vasin. n
e = & | Azm.e | erey | Aasr.e | e[7]

To accomodate the subtyping assumptions introduced by type abstractions, we enrich the
notion of “context” to include bindings for both term variables (as before) and type variables:
2.6.1. Definition: A context is a finite sequence of distinct type variables with associated bounds
and term variables with associated types:

I' == {} | I'Nasr | T,ar
The function dom(I') gives the set of type and term variables defined by I'. I'(a) denotes the bound
of o in T' if it has one; I'(z) denotes the type of z in I' if it has one.

2.6.2. Definition: The set of free type variables of a type 7 or a term e is written FTV(7) or FTV(e).
The set of free type variables of a context I is the union of the sets of free type variables of the
elements of the range of I'. The set of all type variables in a type 7 is written TV(7).

2.6.3. Definition: A type 7 is closed with respect to a context I' if FTV(7) C dom(I'). A term e is
closed with respect to I' if FTV(e) U FV(e) C dom(1'). A context I' is closed if

1. I'={},or

2. I' =11, a<7, with I'y closed and 7 closed with respect to I', or

3. I' =TI, 2:7, with I'1 closed and 7 closed with respect to I';.

A subtyping statement I' - ¢ < 7 is closed if I' is closed and ¢ and 7 are closed with respect to I';
a typing statement I' - e € 7 is closed if I is closed and e and 7 are closed with respect to I

2.6.4. Convention: (c.f. 2.2.7) In the following, we assume that all statements under discussion
are closed. In particular, we allow only closed statements in instances of inference rules.
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Type abstractions have almost the same typing rule as in other second-order A-calculi; they
are checked by moving their stated bound for the type variable they introduce into the context
and checking the body of the abstraction under the enriched set of assumptions:

INas<m Feemn
I' F Aa<m. e € Yair. »

(ALL-])

Type applications check that the type being passed as a parameter is indeed a subtype of the
bound of the corresponding quantifier:

I''teeVasin. m I'Fr <7
I' - elr] € {r/a}m

The subtype relation of A< is also extended with several rules. First, we stipulate that Top is a
maximal element of the subtype order:

(ALL-E)

I' =0 < Top (Sus-Tor)

(One of the main uses of Top — in fact, the original reason it was introduced by Cardelli and Wegner
— is to recover ordinary unbounded quantification as a special case of bounded quantification:
Va. T becomes Va<Top. 7.)

Type variables are subtypes of the bounds given for them in the prevailing context:

I' o < I'(a) (SUB-TVAR)

Like arrow types, subtyping of quantified types is contravariant in their bounds and covariant
in their bodies:

I+ il S g1 F,OéSTl F (2] S ™
I F Va<oq. 09 < Vagm. m

(SUB-ALL)

This rule deserves a closer look, since it causes considerable difficulties (c.f. Chapter 6 in
particular). Intuitively, it reads as follows:

A type 7 = Va<r. 7 describes a collection of polymorphic values (functions from

types to values), each mapping subtypes of 7 to instances of 7. If 71 is a subtype

of o1, then the domain of 7 is smaller than that of ¢ = Va<oy. 0, so ¢ is a stronger

constraint and describes a smaller collection of polymorphic values. Moreover, if, for

each type 6 that is an acceptable argument to the functions in both collections (i.e., one

that satisties the more stringent requirement 6 < 7), the #-instance of o, is a subtype

of the #-instance of 7, then o is a “pointwise stronger” constraint and again describes

a smaller collection of polymorphic values.
Thus, quantified types may be thought of as a kind of function spaces. We sometimes abuse this
analogy and speak of the body and bound of a quantified type as its “left-hand” and “right-hand”
sides.
2.6.5. Convention: When necessary to prevent confusion, turnstiles in F< derivations are written
=
2.6.6. Remark: (c.f. 2.2.10) Since contexts now include assumptions about free type variables,
we can drop the separate notion of “primitive types.” For each primitive type of A<, we add a
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variable with the same name to the pervasive context I'-. The bounds given to these variables
encode the subtype relation <p. For example, the primitive subtype relation

Value

/N

Int Bool

is represented by the pervasive context
I's = Value<Top, Int< Value, Bool< Value.

Note, however, that this encoding sacrifices a degree of flexibility: it will only work for “tree-
shaped” order structures where each primitive type has at most one immediate parent; for exam-
ple, the preorders

Value

Int Bool PolarComplex <—= RectComplex

cannot be encoded in this way. Luckily, some of this lost flexibility is regained in Fx, which allows
cycle-free directed graphs like the one on the left to be encoded as well.

2.6.7. Remark: The encoding of primitive types as type variables also results in a modest gain in
expressiveness over their formulation in A< and Ax: in both of these calculi, the only things that
can be supertypes of primitive types are other primitive types (and, in A,, intersections involving
only primitive types). Here, the upper bound given in I'; for a variable may be any F< type whose
free variables are all defined to the left of the variable being introduced.

This extra freedom might be used, for example, to express the fact that natural numbers can
be viewed as iterators (c.f. Section 7.7.1), in terms of an implicit coercion from a primitive type
Nat to the appropriate polymorphic type:

I's(Nat) =VYo. (a—a)—a—a

2.6.8. Definition: We use the following abbreviations in examples:

def

Va. 1 Va<lop. T
Vor<é1..0n<hn. T = Voar<ér. ..Va,<oé,. T.

The rules defining /'« donot directly constitute an algorithm for checking the subtype relation,
since they are not syntax-directed. In particular, the rule TRANS cannot effectively be applied
backwards, since this would involve “guessing” an appropriate value for the intermediate type
7. Curien and Ghelli (as well as Cardelli and others) use the following reformulation:

2.6.9. Definition: F (“N” for “normal form”) is the least relation closed under the following
rules:

I' =0 < Top (NTop)

'Fa<a (NREFL)
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I'tT(a) <7

NVAR
'ta<r ( )
I+ < I+ <
=9 2= " (NARROW)
't o1—oy < 1—m
I+ 1 S g1 F, asn F (o)) § ) (NALL)

I' F Va<oq. 09 < Vagm. m

The reflexivity rule here is restricted to type variables. Transitivity is eliminated, except for
instances of the form
I'Fa<TI(a) I'FI'(a)< 7
I'Fa<r,
which are packaged together as instances of the new rule NVAR.

2.6.10. Definition: The rules defining /'Y’ may be read as an algorithm (i.e., a recursively defined
procedure) for checking the subtype relation:
check(I' -0 < 1) =
1. ifr =Top
then true
2. elseifo=o01—opand T =11—n
then check(I' F m < o)
and check(I' F oy < 1)
3. elseif o =Va<oy. opand T =Vasir. n
then check(I' F m < 1)
and check(I', a<m F oy < 1)
4. elseifo=aand T =a
then true
5. elseifo =a
then check(I' - I'(a) < 7)
n. else
false.

We write F7' to refer either to the algorithm or to the inference system, depending on context.

2.6.11. Lemma: [Curien and Ghelli] The relations F< and FZ coincide: I' - o < 7 is derivable in
Fc iff it is derivable in 77 -

The algorithm F2 may be thought of as incrementally attempting to build a normal form
derivation of a statement J, starting from the root and recursively building subderivations for the
premises. By Lemma 2.6.11, if there is any derivation whatsoever of a statement .J, there is one in
normal form; the algorithm is guaranteed to recapitulate this derivation and halt in finite time.
2.6.12. Fact: [Curien and Ghelli] I' - ¢ < 7 is derivable in F} iff the algorithm F2 halts and
returns true when given this statement as input. - -

Unfortunately, the algorithm is not a decision procedure for the subtype relation. Indeed,

the main result of Chapter 6 is that this relation is undecidable. We shall see, however, that the
convergence of the algorithm in practice is perfectly acceptable (c.f. 6.12).



Chapter 3

The F, Calculus

This chapter introduces F,, an explicitly typed second-order lambda calculus with bounded
quantification and intersection types. F5 can roughly be characterized as the union of the concrete
syntax and typing rules for the systems A\, and Fx:

N
N

To achieve a compact and symmetric calculus, however, a few small modifications and extensions
are needed:
e Since F< allows primitive types to be encoded as elements of the pervasive context, we drop
the primitive types of A< and A, and the rule SUB-PRIM.

e Since T and Top both function as maximal elements of their respective subtype orderings,
we drop Top and let T take over its job. Section 3.4 discusses this design decision in more
detail.

e Since V behaves like a kind of function space constructor, we add a new law SUB-DIST-1Q),
analogous to SUB-DIST-IA, which allows intersections to be distributed over quantifiers on
the right-hand side.

o We use the ordinary form of A-abstraction from F< rather than the generalized one intro-
duced by Reynolds for Ax. The notion of deriving alternative typings for subphrases under
different sets of assumptions is captured by a new syntactic form, for.

The for construct is described in detail in Section 3.1. Section 3.2 then summarizes the concrete
syntax, subtyping rules, and typing rules of Fx. Section 3.3 introduces a linear shorthand for Fy
derivations. Section 3.4 discusses the major design choices in the formulation of Fx.

35
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3.1 Explicit Alternation: The for Construct

The notions of type variables and type substitution inherited from F< can be used to define an
elegant generalization of the alternation inherent in A\’s generalized A-abstraction construct. We
extend the concrete syntax of terms with a for form

e u= ... | forainoj..on. e
whose typing rule allows a choice of any of the ¢’s as a replacement for a in the body:

I' - {o;/a}le € 7;
I'' - forainoy..on. e € 7;

(FOr)

This rule, like the generalized arrow introduction rule ARROW-I1" of A5, can be used together
with INTER-I to generate a set of up to n alternative typings for the body and then form their
intersection as the type of the whole for expression:

> double = for Ain Int,Real. \x:A plus x x;
double : Int->Int /\ Real ->Real

Indeed, Ax’s generalized A-abstraction may be reintroduced as a simple syntactic abbreviation:

. def . .
3.1.1. Notation: A\z:01..0,. ¢ = for @ inoy..0,. Az:a. e, where a is fresh.

Besides separating the mechanisms of functional abstraction and alternation, the introduction
of the for construct extends the expressive power of the language by providing a name for the
“current choice” being made by the type checker:
> for Ain Int,Real.
> \\B<A \f:A->B. \x:A

> f (double x);
it : All B<Int. (Int->B)->Int->B/\ Al B<Real. (Real->B)->Real ->B

Indeed, the finer control over alternation allowed by the explicit for construct may be used
to improve the efficiency of typechecking even for first-order languages with intersections, like
Forsythe. For example, Forsythe’s generalized A-abstraction allows the definition of polynomial
functions like the following:

> poly =

> \wint,Real. \x:Int,Real. \y:Int,Real. \z:Int, Real .

> plus (double x) (plus (plus wy) z);

poly : Int->Int->Int->Int->Int /\ Real ->Real - >Real - >Real - >Real

But the behavior of the typechecker on this program is unnecessarily inefficient. It is easy to see,
from the types of pl us and doubl e, that when all the arguments to pol y have type | nt, the result
type will be I nt, and that otherwise the result type will be Real . So if we choose Real for the
type of any of the four parameters, we might as well choose Real for the others too. We can
realize a substantial gain in typechecking efficiency by making this observation explicit with a for
expression:

> poly =

> for Ain Int,Real.

> \w A \xtA Wy A \z A

> plus (double x) (plus (plus wy) z);

poly : Int->Int->Int->Int->Int /\ Real ->Real - >Real - >Real - >Real

The second version of pol y requires that the body be checked only twice, as compared to sixteen
times for the first version.
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3.2 Syntax, Subtyping, and Typing

We now give a precise definition of the F, calculus, which forms the main object of study for the
remainder of the thesis. Since all of its components have already been discussed in detail, we
present just the bare facts here. (These definitions are also summarized in Appendix A for easy
reference.)

3.2.1. Definition: The set of F, types is defined by the following abstract grammar:
T u= a
| T — T2
| Vo <T 1. T2
| Alm1.-m]
3.2.2. Definition: The set of F, terms is defined by the following abstract grammar:
e u= T
| AziT.e
| e1e
| Aasr. e
| elr]
| forainT.m,. €

3.2.3. Definition: The three-place Fx subtype relation I' - o < 7 is the least relation closed under
the following rules:

r-r<r (SUB-REFL)

'tn < m I'Fmn <7
SUB-TRANS
I'Frn <73 ( )
I' o < I'(a) (SUB-TVAR)

I'tn <o I''top < m
(SUB-ARROW)

F " 01—07) S T—T2

T+ < I'a<m + <

=91 ORI T 72 = (SUB-ALL)

I' F Va<oq. 09 < Vagm. m

foralli, I' F o < 7
I' - o < Alm..7]

(SUB-INTER-G)

I' - Almem] <1 (SUB-INTER-LB)
I' - Alo—=7m1..0—-7,] < 0 — A[n1..74] (SuB-DIST-TA)
I' F AlVa<o. 7 .. VYa<o. 7,] < Yago. A[11..7,] (SuB-DIST-1Q)

3.2.4. Definition: The three-place F, typing relation I' - e € 7 is the least relation closed under the
following rules:
I' -2z e I'(z) (VAR)

Iaem Feemn

ARROW-I
't dAzimp.e € i—m ( )

I+ €1 € T1—T2 I+ € € T1 (ARROWE)

F|—61€2€T2
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INas<m Feemn

ALL-I
I'' b Aa<r. e € Yasr. » .
I'teeVasr.m Tk7<n (ALL-E)
' e[r] e {T/a}n
It {o; i
{oi/aje € 7 (FOR)
T I—foram 01..0p,. € € T;
foralli, I' - e € 7; (INTER-I
I'bec /\[Tl--Tn] _)
Ik A
e €T nmsn (SuB)

I'Feen

3.2.5. Convention: When necessary to prevent confusion, turnstiles in F, derivations are written

1.

3.3 Linear Notation for Derivations

It is convenient to have a linear notation for typing and subtyping derivations, so that operations
on proofs such as cut-elimination transformations can be expressed as textual rules rather than as
pictures. Our notation is a modified version of Curien and Ghelli’s [50].

3.3.1. Definition: The sets of subtyping derivation abbreviations c¢ and typing derivation abbreviations
s are defined by the following abstract grammar:

c =

id
c1,C
Vo
Cc1—C2

VO&SCl. c

(c1..¢n)
proj;
dist-ia
dist-iq

Ve
Az:o. s
S1 852
Aa<lo. s
s [c]

for ain 01..0,. s;

(51 .. Sn)

cls

3.3.2. Definition: The translation function (—)f, which maps derivation trees to their abbreviated
forms, is defined as follows. (Recall that ¢ :: J is read as “c is a derivation whose conclusion is the

judgement .J.”)
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(SUB-REFL) ”
= 1
I'ktr <~

R )

sIkEm <nm oul'Frn < f bt
TFm<n (SUB-TRANS)

T
(SUB-TVAR) —
I'Fa<I(a

Ik <oy o:l'Fo<n f ot
(SUB-ARROW) = Cl _>CZ

I " 01—02 S < M—T2

sI'Fr <o ol asnFoy<n
I'FVa<oy. op <Vasirm. m

T
(SUB-ALL)) = VYa< CI . CJZr

foralle, ¢; 2T Fo <7 f T
I'Fo< /\[7'1 Tn] (SUB-INTER-G) = <Cl"cn>

(SUB-INTER-LB) f B roi
' Alm.m] <7 = P

(SUB-DIST-IA) t — dist-ia
't Alo—7..0—=1,] <o — Alm1..7] B

T
(VAR)
I'Fazel(z ) = Y

T
sl,embeen t
(ARROW-D) =  Ax:Tq. S
'k Axim.ecmi—n

.I.
sIT'hFerem—n soul'Feemn tot
(ARROW-E) = S1 Sy

F|—€1€2€T2

T
s,as<nkFeen
(ALLD) = Ao<n. st

I'tAasm. ecVr. m

:TFeeVasr. m caxl'Fr<n
I'kelr]e{r/a}n

T
(ALL—E)) = stef]

= forainoy..oy. 5:[

sI'F{oi/aleer f
Fl—foram 01..0,. €EET; (Fom

= (shsh)

foralli, s; = I'Fee; f
I'teeAlm..m) (NTERD

:I'Feeo c:l'Fo<T
I'kFeer

£
-
e
-
-
<
<
<
e
.
-
g
:
(e
|
-

T
(SUB)) = sty
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For example, the subtyping derivation

(SUB-REFL) (SUB-INTER-G)
(SUB-TVAR) Ip,a<Int - a < « Ip,alint F Int < T
(SUB-ARROW)
I's + Int < Real Ip, a<Int - a—Int < a—T

(SUB-ALL)

I's F Va<Real. a—Int < Va<Int. a—T
is abbreviated by the linear shorthand
YasVi. id—><>.

3.3.3. Remark: Strictly speaking, our linear abbreviations should contain sufficient information
that they uniquely determine proof trees; in other words, (—)' should be injective. Clearly, we
could decorate our linear abbreviations with additional information and extend (—)' to a bijection.
For example, each abbreviation could include an explicit indication of the judgement it derives.
However, this would make the abbreviations much larger and less readable, eliminating most of
the benefit of introducing them in the first place. We therefore use the present abbreviatory forms
as if they contained sufficient information to unique determine derivation trees, relying on the
reader to imagine the necessary annotations.

Again, when we need to be explicit about the conclusion of a derivation written in linear form,
we use the notation ¢ :: J.

3.4 Discussion

We pause now to discuss the design choices that arise in the formulation of F, and explore some
of its properties.

341 Topvs. T

In forming Fx from A, and F<, we find, pleasantly, that most of their features are quite orthogonal:
for a given feature, either it is found already in A< or else it exists in either A\ or F< in a form that
interacts smoothly with all the features of the other. The one exception is the maximal types T
and Top. In the best case, we might hope that these would coincide in F,, but this, unfortunately,
is not the case.

The difference arises from the INTER-I rule of As, which, in its nullary form, states that any
term whatsoever has type T. F< has no such rule: the only way a term e can be assigned type
Top is by the rules SUB and SUB-TOP, which require that the term already have some type o with
o < 7. In other words,

o Top is the type of all well-typed terms;

e T is the type of all terms.

Order-theoretically, the two types are equivalent (each is a subtype of the other), since each is
explicitly axiomatized as a maximal type.

For the sake of conceptual parsimony, we drop Top here and retain T, since T can perform the
same jobs as Top (in particular, it allows unbounded quantification to be recovered from bounded
quantification), while requiring no extra typing or subtyping rules beyond those defining the
behavior of general n-ary intersections.

The alternative system with both T and Top, though messier and probably not much more
expressive than F,, makes reasonable syntactic sense and does not seem much harder to typecheck.
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More interesting, though, would be the system with Top instead of T, where intersections are
restricted to two or more elements: this language would have much of the practical expressiveness
of FA while avoiding the unfamiliar notion of a “type of all terms, even ill-behaved ones.” This
system supports the notion of typechecking failure, which in F, is simply equated with T.

3.4.2 Encoding Primitive Subtyping

As in F¢, both term and type constants are absent from F,, and programs involving them are
expressed as terms with free variables whose typing and subtyping behavior are declared in a
pervasive context I'x.

The presence of intersection types allows a greater variety of primitive subtype relations to be
encoded in this way than was possible in F<. For example, the relation

Value

/N

Int Bool

\ /

Bit
is represented by the pervasive context
I's = Value<T, Int< Value, Bool< Value, Bit<IntABool.

Primitive subtype order structures that are not partially ordered, such as

PolarComplex <—= RectComplex
are still not expressible, though.
The encodability of primitive subtype relations can be stated formally as follows:
3.4.2.1. Definition: A topological sort of a finite collection of primitive types P is a bijective mapping
indexp € P — {1 .. |P|} such that o <p § implies indexp(a) > indexp(3).
3.4.2.2. Definition: Let P be a collection of primitive types topologically sorted by indexp. Let
a; = indexp' (i). Then P is encoded by the following F, context:
Ip=...,00 < Alye P|a<py], ...
3.4.2.3. Remark: Note that every finite partial order can be topologically sorted.
3.4.2.4. Lemma: Let I' be an A, context and assume that the primitive subtype relation <p can be
topologically sorted by some function indexp. If I " ¢ < 7, then T, T I o < 7.

Proof: By induction on the structure of the given derivation. All of the A, rules translate directly
into FA rules, except for SUB-PRIM; an instance of this rule with conclusion I' - o < 3 is translated
into the following Fx derivation:

(SUB-TVAR) (SUB-INTER-LB)
I, T ¥ a< AvePlagpy]  Tp,T ¥ AlyePlagpy] < 8
Is,I' ¥ a < 8.

(SUB-TRANS)

O
3.4.2.5. Lemma: Let I' by a A\ context and assume that the primitive subtype relation <p can be
topologically sorted by some function indexp. ThenI' P* e e T only if I'», I I e € 7.

(In fact, the derivation-normalization results of the following chapter can be used to show the
converse,so ' P" e e Tiff I'n, ' ¥ e e 7.)



3.5. ALTERNATIVE FORMULATIONS 42

3.5 Alternative Formulations

The formulation of F, presented in Section 3.2 represents a natural combination of the most elegant
formulations of pure bounded quantification and first-order intersection types. However, a few
alternative formulations are worthy of mention.

3.5.1 Unbounded Quantifiers

Probably the most important alternative is a system based on pure unbounded quantification,
with the same formulation of intersection types. It would appear, at first sight, that this system
is much less expressive than the one with bounded quantifiers. While this is certainly true of the
quantification-only fragments, when intersection types are added it becomes possible to “encode”
bounded quantification by reading a bounded quantifier as an abbreviation for an unbounded
one with a slightly modified body:

def

Va<o. T Va. {oAa/a}T

Intuitively, the type Va<o. 7 takes an argument that is forced, in advance, to fall beneath o.
On the other hand, Va. {oAa/a}T takes an argument that may be any type whatsoever, but at
each point where this type is used it squeezes it down to below ¢ using a A. (This abbreviation
was suggested by John Mitchell.)

According to a typed view of the semantics of quantification and intersections, where “<¢”
signals the existence of a coercion into o rather than simply a proof that something already given
talls within o, this transformation makes little sense. In the simpler, untyped view, however, it is
fairly appealing.

This is not, however, an encoding of bounded quantification in a full sense. For example, it
does not validate the SUB-ALL rule. The derivable F, statement

'k VagReal. a—a < Va<Int. a—a
translates to the non-derivable statement
I' F Va. (aAReal)—(aAReal) < Vo. (aAnt)—(aAlnt).

It is somewhat surprising, in view of this weakness, that many programming examples using
bounded quantification still behave as expected under the translation. This point is explored at
more length in Section 7.9.

3.5.2 Additional Subtyping Rules

It is also possible to strengthen F, in various ways, the most obvious being the addition of rules
allowing quantifiers to be introduced and eliminated independent of the syntactic forms Aa<o. e
and e[d]:

I'to <7
I' - Vagm. mn < {o/a}T

(SUB-ALL-E)

Iasmm W M en
' M e Vasm. n

The resulting system is almost certainly too strong to form a suitable foundation for a program-
ming language. For example, the problem of typechecking for the quantification-only fragment

(I-ALL-T)
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of this calculus is not known to be decidable; it is similar to the full type inference problem
for polymorphic lambda-calculus, which is also open, but known to be of at least exponential
complexity [74].

3.5.3 Bounded Existential Types

Another natural extension of F» would be to allow bounded existential types in addition to its
bounded universal types. Bounded existentials are discussed by Cardelli and Wegner [33], who
use them to obtain a notion of partially abstract type based on Mitchell and Plotkin’s correspondence
between abstract types (modules or packages) and existential types [97].

This extension seems straightforward. However, since bounded existential types can be
encoded as bounded polymorphic types using the abbreviation

def

Jago. 7 = VB, (Vago. 7—=08) — 0,

we can forgo their extra complication for the purposes of the present study.



Chapter 4

Typechecking

This chapter develops the proof theory of the F, calculus, leading up to the definition and cor-
rectness proof of an algorithm for synthesizing minimal types of Fx terms. The major results we
establish are as follows:

e We give an alternative formulation of the subtype relation in terms of “canonical types,”
where intersections appear only on the left of arrows and quantifiers. This formulation is
equivalent to the original, in the sense that there is some canonical type in the equivalence
class of each ordinary type. More formally, the “flattening” map from ordinary to canonical
types both preserves and reflects derivability of subtyping statements.

¢ A proof-normalization argument based on the one used by Curien and Ghelli [50] shows
that every derivable canonical subtyping statement has a “normal form” derivation with a
particular, restricted shape.

¢ The existence of normal-form canonical derivations is used to prove the semi-completeness
of a syntax-directed algorithm for checking the subtype relation.

¢ The soundness of a syntax-directed type synthesis algorithm for F, terms is established by
showing that there exist finite bases for the collections of arrow types and quantified types
lying above a given type. This argument also shows that the subroutine for checking the
subtype relation is the only source of possible nontermination in the typechecking algorithm.

o The shapes of the typing derivations discovered by this algorithm are used to prove that Fx
is a conservative extension of the first-order intersection calculus A .. Because of the different
behavior of Top and T, however, F< cannot similarly be embedded in Fj.

4.1 Basic Properties

We begin by establishing some basic proof-theoretic properties of the subtype relationI' - o < 7
and the typing relationI' - e € 7.
First, we state several useful derived rules of inference.

4.1.1. Lemma:

I' E No—=7m1..o—=1]~0 — AlT1..7] (D-DisT-1A)
I' - A[Va<e. 11 ..Ya<o. 7,] ~Va<o. \[11..7,] (D-Dr1sT-1Q)
Proof: Straightforward. U

44
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4.1.2. Lemma:

L = AINAT] ~ NI -+ Ty) (D-ABSORB)

T and T’ enumerate the same finite set (D-REINDEX)

I' = AT ~ AT
for all 7; there is some o; such thatI' - o; < 7;
(D-ALL-SOME)
I' F Alor-.om] < Alm1--7)
Proof: Straightforward. O

4.1.3. Lemma: [Permutation] If I is a permutation of I' and both I' and 1" are closed, then

1. TFo<7tiffT'Fo <7

2. I'Feeriff"Feer.
Proof: By induction on derivations. g
4.1.4. Convention: Lemma 4.1.3 justifies a notational simplification: two closed contexts I' and I”

that differ only in the order of their bindings will be considered identical from here on, so that, for
example, a derivation of I' - o < 7 is taken to be a derivation of I - o < 7.

Whenever a subtyping statement can be derived from a given context, it can also be derived
from any larger context. In logic, this property is called weakening.

4.1.5. Lemma: [Weakening] If I';, I'; isclosed and I'1 - o < 7, thenI'1, I F o < 7.

Proof: By induction on the structure of a derivation of I'1 F ¢ < 7. At each stage of the induction,
we proceed by a case analysis on the rule used in the last step of the derivation.

Case SUB-REFL: o =71
Immediate by SUB-REFL.
Case SUB-TRANS:
By the induction hypothesis and SUB-TRANS.
Case SUB-TVAR: ¢ = « T =1'1(a)
Since I'1(a) = (I'1, I'7)(«), SUB-TVAR immediately gives I'1, I'; F o < I'y(a).
Case SUB-ARROW: ¢ = 01—0) T=T1—T
By the induction hypothesis and SUB-ARROW.
Case SUB-ALL: ¢ = Va<oy1. 03 T =VYair. m

By assumption, I'1 - 71 < o1 and I'y, a<m F 02 < 7. We may also assume thata ¢ dom(I'y, I'p).
Then I'1, I';, a<7y is closed, and, by the induction hypothesis, I'1, I'; - 71 < o1 and (using
Convention 4.1.4) I'1, I'p, asm F oy < 1. By SUB-ALL, I'1, I'; F Va<oq. o < Vagir. m.

Case SUB-INTER-G: 7 = A[71..74,]
By the induction hypothesis and SUB-INTER-G.

Case SUB-INTER-LB: o = A[o7..0,] T =0
Immediate.
Case SUB-DIST-IA: o = A[o'—71..0'—7,] =0 — N7

Immediate.
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Case SUB-DIST-IQ: ¢ = A[Va<o'. rp..Ya<o'. 7] T = VYago'. A[m1..7]
Immediate. O

A different kind of weakening lemma will also be needed. Rather than adding a new variable
to the context, this one states that a derivable subtyping statement remains derivable when the
bounds of some of the existing type variables are replaced by “narrower” bounds.

4.1.6. Lemma: [Narrowing] Let I' and I be closed contexts such that, for each a; € dom(T),
I"F1"(e;) < I'(e;). ThenI' F o < 7 implies 1" - o < 7.
Proof: By induction on a derivation of I' - ¢ < 7. Proceed by cases on the final rule.
Cases SUB-REFL, SUB-TRANS, SUB-ARROW, SUB-INTER-G, SUB-INTER-LB, SUB-DIST-IA, and SuB-
DisT-1Q:
Either immediate or by straightforward use of the induction hypothesis.
Case SUB-TVAR: ¢ = «o T =1'(a)
By SUB-TVAR, I + a < I''(a). By assumption, I'' F I'(a) < I'(a). By SUB-TRANS, I  a <
I'(a).
Case SUB-ALL: ¢ = Va<o1. 03 T =VYair. m

By assumption, I' - 7 < oy and I, a<7y F 03 < 7. By the induction hypothesis, I' F 7 < o7.

By assumption and weakening (Lemma 4.1.5), I', a<m + I''(a;) < T'(a;) for each o; € dom(T').

By SUB-REFL, I, a<m + (I, a<m)(a) < (T, a<n)(a). The induction hypothesis then gives

I', a<m F 0 < 7. By SUB-ALL, IV - Va<o;. 03 < Vas<r. m. O

Using narrowing, we can show that the equivalence relation induced by the subtype relation
is a congruence:

4.1.7. Lemma:
I' F i~ '~y
— (D-CONG-ARROW)
' m—=mn~r—=m
't~ o<t F m~T)
D- -ALL
I' F Ya<r. m ~Va<r. 75 (D-Con )
foralle, I' F 7y~ 7] (D-CONG-INTER
I = Alrma] ~ Alr.72] “CONG-INTER)
Proof: Easy except for D-CONG-ALL, which requires Lemma 4.1.6. g
4.1.8. Lemma: [Subtyping Substitution]
If
Fl, Oéﬁlb, F2 Fo S T
I‘1 + ¢ < ¢7
then

Iy, {¢/a}la k- {¢/a}o < {¢/a}T.
Proof: By induction on a derivation of I'1, a<#, I, F o < 7.

Cases SUB-REFL, SUB-TRANS, SUB-ARROW, SUB-INTER-G, SUB-INTER-LB, SUB-DIST-IA, and SuB-
DisT-1Q:
Either immediate or by straightforward use of the induction hypothesis.
Case SUB-TVAR: o =0 T = (I'1, agyp, I'2)(5)
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Subcase: a =
By assumption,
I'1Eo <.
By weakening (4.1.5),
I'y, {qb/a}FZ - ¢ < vav
thatis,
I'1, {¢/&}F2 = {¢/a}a < {(b/a}g/),
as required.
Subcase: o #
By SUB-TVAR,
Iy, {¢/a}T2 F B < (I, {¢/a}l2)(B),
thatis,
Iy, {¢/a}l2 F{o/a}f < {¢/a}(I1, asi, I2)(B).
Case SUB-ALL: ¢ = V[(<0q1. 0y T=V0<m. m
By assumption,
I'y,as¢p, To b m <oy
Flv a5¢7 F27 ﬁ <7k oxsn.
By the induction hypothesis,
I', {¢/a}l2 b {¢/a}r < {d/a}o
I, {¢/a}ls, B<{d/a}n - {¢/ator < {¢/a}m.
By SUB-ALL and the definition of substitution,
I, {¢/a}l2 F{¢/a}(VB<o1. 02) < {¢/a}(VB<r. m). .
We would also like to show that whenever a variable a or & in dom(1') is unused in a statement
' o <torl F e e 7, we may drop it from I' without affecting derivability. Because the
rule SUB-TRANS allows subtyping derivations that can contain internal uses of arbitrary types, we
cannot prove this property for type variables with the machinery we have developed so far (it is
an easy corollary of Theorem 4.2.8.12). But for term variables it is straightforward:
4.1.9. Lemma: [Term variable strengthening]
1. IfI' 2.0 F o <7,thenl'F o < 7.

2. Ifl'z:0tecrandz ¢ FV(e), thenl' Fee 7.

Proof: By induction on derivations. g

4.1.10. Lemma: [Term substitution in terms] If I', z:0 - f e rand '+ v € o, then ' - {v/z} f e 7.
Proof: By induction on a derivation of I, z:0 F f € 7, using weakening (4.1.5) for the ARROW-I
and ALL-I cases and term strengthening (4.1.9) for the ALL-E and SUB cases. g

4.1.11. Lemma: [Type substitution in terms] If I';, a<o, I'; - f € 7, then I'y, {o/a}l2 - {o/a}f €
{o/a}r.

Proof: By induction on a derivation of I'1, a<o, I'; F f € 7, using the subtyping substitution
lemma (4.1.8) for the ALL-E and SUB cases. O



4.2. SUBTYPING 43

4.2 Subtyping

In this section, we give a straightforward semi-decision procedure for the F5 subtype relation.
This relation can be shown to be undecidable (see Chapter 6), so a semi-decision procedure is the
best we can hope for; however, the same algorithm forms a decision procedure for several useful
fragments of F, (see Section 6.12).

We present the algorithm as an alternative collection of syntax-directed rules and then show
that the relation defined by these rules coincides with Fx. It is technically convenient to make
this argument using an intermediate representation called canonical types (roughly analogous to
conjunctive-normal-form formulas in logic):

o Weidentify the set of canonical types (Section 4.2.1) and define a canonical subtyping relation
(marked ) over this set (Section 4.2.2).

e We show (Sections 4.2.3 and 4.2.4) that derivations of canonical subtyping statements can be
transformed into normal form derivations of a certain restricted shape (Section 4.2.6).

o We give a flattening transformation b mapping F, types into canonical types (Section 4.2.7)
and show that

Tto<r iff T°Eo” <7l

o Finally, we define a syntax-directed subtyping relation on ordinary types (marked F) and
show (Section 4.2.8) that it coincides with canonical subtyping after flattening:

"o’ <7 iff Tho<T

4.2.1 Canonical Types

We might naively hope to develop an algorithm for checking Fx subtyping simply by extending
the F< subtyping algorithm /2 (2.6.10) to include a case for intersections. Including cases 1 to 5
as before, the complete algorithm would then be:
check(I' -0 < 1) =
1. ifr =Top
then true
2. elseifo=o1—opand T =11—n
then check(I' F m < o)
and check(I' F oy < 1)
3. elseif o =Va<oy. opand T =Vasir. n
then check(I' F m < o)
and check(I', a<m F oy < 1)
4. elseifo=aand T =a
then true
5. elseifo =a
then check(I' - I'(a) < 7)
6. elseifo = Noy..0,] and 7 = \[11..7,]
then for each ;
choose some o;
such that check(I' F o; < 7;)
n. else
false.
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That is, to check whether A[o1..0,,] is a subtype of A[7..7;,], check that for each 7; there is some ¢
such that o; < 7;. (The selection of o; is expressed here as a nondeterministic choice; in practice,
this is implemented using backtracking.)

But this rule, though clearly sound (by Lemma 4.1.2), is not complete, since there are many
cases where a meet lies above or below a type that does not have the form of a meet. For example,

asT Fa < Ala]
asT F Ala] < a.

These two cases can be handled by splitting the proposed rule into two,
6a. elseif T = \[7y..7,]
then for each T;
check(I' F o < 7;)
6b. elseif o = \[o1..0,,]
then choose some o
such that check(I' - o; < 1),

but we must be careful to apply 6a before 6b in order to respond correctly to the input

asT, f<T F Ala, ] < Ala, f].
Unfortunately, the real problem is more subtle than this: in the presence of the distributivity
axioms SUB-DIST-IA and SUB-DIST-IQ, steps 2 and 3 of the I algorithm are also incomplete. For
example,

alT, BT F a—a < §—T,
is derivable (using SUB-DIST-IA and SUB-TRANS, with intermediate type T), although
alT, BT ¥ 0 < a.

To get things under control, we need to deal with the distributivity laws before doing anything
else. We take the inverses of these laws (i.e., the other half of the equivalences D-DIST-IA and
D-DisT-IQ given in 4.1.1) as rewrite rules

o — Alm..m] — Alo—m..0—7,]
Va<o. N[11..7x] — A[Va<o. 11 ..Va<o. 7,],

and apply them to a given F, type as many times as possible to obtain an equivalent type with no
intersections on the right-hand sides of arrows or quantifiers. For example, the type

A1, az] — Alas, (V8<ay. Alas, ag))]
becomes

ANAle1, a2] — as,
A A1, az] — Vi<ay. as,
A1, aa] — YfB<as. ag)].
Since this type contains no meets on the right-hand sides of arrows or quantifiers, there is no way
to use it (or any subphrase of it) in an instance of either of the distributivity rules.

Once the distributivity rules are eliminated, there remain just four subtyping rules in Defi-
nition 3.2.3 that can be used to prove subtyping statements where both sides of the conclusion
are meets: SUB-REFL, SUB-TRANS, SUB-INTER-G, and SUB-INTER-LB. The reflexivity and transitivity
rules can be eliminated by a normalization argument that shows how to transform any derivation
into one that applies transitivity and reflexivity only to variables (Sections 4.2.4 to 4.2.6). This
leaves just SUB-INTER-G and SUB-INTER-LB, the behavior of which is completely captured by our
rules 6a and 6b.
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For the proof-theoretic analysis in the following sections, it is convenient to work with types
in an even more restricted form, where every type has a single A as its outermost constructor
and as the outermost constructor on the left-hand sides of arrows and quantifiers, and where no
immediate component of a A is another A. Our example, in this form, is:

ANAle1; a2] — as,

Alen, ag] — VB<\ay]. as,

Alen, az] — VB<A[ay]. ag).
This transformation effectively separates the set of types into two syntactic sorts: those whose
outermost constructor is A (called “composite canonical types”) and those whose outermost
constructor is —, V, or a variable (called “individual canonical types”). This separation is useful
because our proposed rule 6 now captures all of the valid subtyping statements involving pairs
of composite canonical types, while the original rules 2-5 are valid and complete for pairs of
individual canonical types.

4.2.1.1. Definition: The sets of composite canonical types K and individual canonical types  are
defined by the following abstract grammar:

K = A[K1--Kn]

K = a | K—k | YagK.k

4.2.1.2. Convention: The metavariables K and I range over composite canonical types; « and ¢
range over individual canonical types; £ and 7 range over both sorts of canonical types.

4.2.1.3. Notation: It will often be convenient in the remainder of this chapter to treat a composite
canonical type A[x1..6,] as a finite set whose elements are the individual canonical types x;
through «,,. The following notational conventions support this point of view:

e K K = A[k1..6,] and t=k; for some @
ANF) | ee K] € AF(k1) .. F(ky)], where K = A[k1..5,]
Kul “

def

=N

AlE1 - Em,y 01 - Ly, where K = A[K1..Kn ] and T = Afeg..44].

4.2.1.4. Remark: Our canonical types are not as sparse as one could imagine. For example, we
could try to define a notion of fully canonical types such that each ~-equivalence class of types
contains exactly one fully canonical type. For present purposes, though, the canonical types we
have defined are refined enough.

Theidea of canonical types comes from a proof by Reynolds [personal communication, 1988] of
the soundness and completeness of a decision procedure for the subtype relation of Forsythe [121].
(Related formulations of intersection types are studied in [41, 43, 44, 126, 131, 132].) In fact, the
entire type system of Forsythe can be reformulated in terms of canonical types, making this
proof trivial. Such is not the case here, unfortunately, because the operation of substituting a
canonical type for a variable in another canonical type yields a non-canonical type. We could, of
course, change the definition of substitution so that it re-canonicalized its result, but it would be
unfortunate to place such a complicated mechanism in such a basic piece of technical machinery.
Also, an implementation based directly on canonical types would be less efficient than the one
described in Section 4.2.8, which uses a data structure based on ordinary types. We therefore take
the original system unchanged and make the translation to canonical form explicitly for purposes
of analysis.
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4.2.2 Canonical Subtyping

We now define the canonical subtype relation formally.
4.2.2.1. Definition: A canonical context A is a context whose range contains only canonical types.

4.2.2.2. Definition: The subtype relation on canonical types is defined as follows:

Vi.dj. AF k; <y

CSuUB-AE
A Alfrbim] < Attt ( )
ARk <k (CSUB-REFL)
Ak kl S kZ A F kZ S k‘3
AF k< ks (CSUB-TRANS)
AF Ala) < Al
AFa<. (CSUB-TVAR)

A+ L < Ky AF g <1
AF Ki—ky < 1=
AF 6L < K A,Ozﬁfl Fory < p
A F VagKq. kp < Yagly. 1

(CSUB-ARROW)

(CSUB-ALL)

4.2.2.3. Remark: Note thatindividual and composite canonical types cannot be mixed in canonical
subtyping statements: we have statements of the form A - K < I and A - x < ¢, but never
AFrk<TorAF K <.

4.2.2.4. Notation: The turnstile symbol is sometimes decorated I* to distinguish canonical subtyp-
ing derivations from derivations in other calculi.

4.2.2.5. Remark: Anticipating the requirements of the normal-form derivations to be defined in
the following section, we have slightly generalized the type variable rule, in effect embedding an
instance of CSUB-TRANS and an instance of CSUB-AE in each instance of CSUB-TVAR.

Again, it is convenient to have a linear notation for canonical subtyping derivations.

4.2.2.6. Definition: The set of canonical subtyping derivation abbreviations is defined by the following
abstract grammar:

C = AE[£..£,)]
| id
| C;C

£ n= id
| &5 &

| Va(C)

| C—=¢

| Vax<C. ¢

4.2.2.7. Notation: The metavariables C' and D range over derivations of subtyping statements
between composite canonical types; £ and é range over derivations of subtyping statements
between individual canonical types; ¢ and d range over both sorts of derivations.

As in Section 3.3, we can define a mapping from canonical derivation trees to linear abbrevi-
ations, which, though not injective, could easily be extended to an injective map at some cost in
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readability. Again, we will prefer readability over rigor and impose on the reader’s imagination
to supply the evident annotations on our linear abbreviations.

4.2.2.8. Definition: The translation function (—)' from canonical derivation trees to their abbre-
viated forms is defined as follows.

] 1
Vi.dj. LG ARk <y ;
- = AE[¢].€]
(A FAKL-Em] < Ale-tn] (cso AE)) [£1--&0]
(CSUB-REFL) .
(A F k< k) id
iAFk <k osAbk<k * P
AFEk 1 < k?) (CSUB-TRANS) = ;6
T
C:AFA(a) <Al - T
( AFa < . (CSUB-TVAR) = Va(c )
CioAFL <K §HuAFR <y T ciel
. — "t
At Ki—ky < [1—1 (CSUB-ARROW) 1 ]
T
A|—11<f&1 52::A7a§11|_f432§L2 oo
-, — < ) X
( AFVYas<Ki. sy <Va<l. 1 (csus ALL)) Va<Ci. &

4.2.2.9. Lemma: [Canonical context permutation] If A’ is a permutation of A and both A’ and A
are closed, and if ¢ :: A F k < i, then there is a subtyping derivation ¢/, identical to ¢ except for the
ordering of contexts, such that ¢’ = A+ k < .

If a ¢ FTV(I) and ¢ == Ay, a<K, B<I, Ay F k < i, then there is a subtyping derivation ¢/,
identical to ¢ except for the ordering of contexts, such that ¢/ :: Ay, <1, a<K, Ag -k < .

Proof: By induction on the structure of c. g

4.2.2.10. Convention: As for ordinary subtyping (c.f. Convention 4.1.4), this lemma justifies the
convention that closed canonical contexts differing only in the ordering of their bindings are
regarded as identical.

4.2.3 Weakening and Narrowing

The proof transformations used to normalize canonical subtyping derivations rely on analogues
of the weakening and narrowing lemmas proved in Section 4.1. These properties need to be
formulated here as explicit operations on subtyping derivations.

By analogy with extending a context, our linear notation for weakening is “c, a<K.” If ¢ is
a derivation term whose conclusion is A + k < ¢, then ¢, a<K is a derivation with conclusion
A, a<K FE <.
4.2.3.1. Remark: For the same of explicitness in what follows, this definition is more concrete than
the definition of weakening for ordinary types (4.1.5), which allowed many variables to be added
at once.
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4.2.3.2. Definition: The weakening of a derivation ¢ with a new binding a<K, written ¢, a<K, is
defined as follows:

(AE[61..6,])), a<K = AE[(&, a<K) .. (&, a<K)]

id, a<K id

(Cl ; 62) alK (Cl, aSK) ; (62, CYSBY)

(Va(C)), a<K Va(C', a<K)

( 1—>€2) alK (Cl, OASI()—>(£2, Oéﬁf()

(V0C1. &), a<K = VP2(Ch, agK). (&, asK).

4.2.3.3. Remark: Since weakening only changes contexts, this operation is an identity on our
abbreviated linear forms, where contexts are always elided.

4.2.3.4. Lemma: [Weakening for canonical subtyping] If
cu AFE<nu,
then
c,afK 2 AjaKFE<Luz.
Proof: By induction on the structure of c.
Cases CSUB-AE, CSUB-TRANS, CSUB-REFL, CSUB-ARROW:
Either immediate or by straightforward use of the induction hypothesis.
Case CSUB-TVAR: k=( (f#a) =
c=Vg(0O) CuAFAB) <AL
By the induction hypothesis,
C,asK :A,a<K F A(B) < Al,
that s,
C,asK :Aja<K F (A, a2K)(B) < Al
By CSUB-TVAR,
Va(C,asK): A, asK F 3 < 4,
that s,
(Va(C)),asK A, a<K F 3 < ..
Case CSUB-ALL: k = VG<K1. Ky 1 =V0<. 1
CEV@SCL 52 Cl ::Al—fl § ffl (52 I A,ﬁﬁfl |—I£2§ 12
(Also, since 3 is bound, we may assume that o # 3.) By the induction hypothesis,
Ci,afK 2 A,a<K F I < K4
and
Er,afK = A, afK, <1 F Ry < 1.
By CSUB-ALL,
(VB<(Cr, a<K). (&, a<K)) = A, a<K F YB<Ky. ky < VB<Iy. 1,
that s,
((VB2C1. &), asK) = A, oK FYBLK,. kp < VB, 1. O
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As for ordinary types, the narrowing transformation allows the context in the conclusion of a
derivation to be modified by replacing the bound of a variable by a subtype of the current bound.
For example,

1<, agS\[a1], ag<AJag] F Alar]—as < Alag]—ag

can be narrowed to

a1<T, ags\[a1], agAJag] F Alar]—a3 < Alag]—a;.

Note, however, that the structure of the old derivation must be altered in order for the result of
narrowing to be valid: wherever the assumption az<a; was used in the original, we must use the
new assumption az<A[a] plus the fact that ax<A[aq]. To take this into account, we use the linear
notation ¢[D@a< K|, where ¢ is a subtyping derivation, a is a variable in dom(A), K is its new
bound, and D is a derivation establishing that the new bound is a subtype of the existing one.

4.2.3.5. Definition: Let ¢ and D be subtyping derivations such that
ct Aol F k<4
D:AF K < I.

The narrowing of ¢ with the binding a<K (justified by D) is written ¢[D@a<K] and defined as
follows:

(AE[&..6,)) [ D@a<K] =  AE[(&[D@a<K]).. (&, [ D@asK])]
id[D@a<K] = id

(c1; @)[D@asK] = (c1[D@asK]) ; (ea[ D@a<K])
Va(C))[D@a<K] where f#a = Va(C[D@a<K])

Vo (O))[D@a< K] Vo((D, oK) ; (C[D@atK]))

C1—&)[D@a<K]| (C1[D@a<K])—(&L[D@asK])

VE<Ch. &)[D@a<K] = Va<(ChlD@a<K]). (&[(D, p<l)@a<K])
where C1, a<l A F I < Kj.

o~ .

4.2.3.6. Lemma: [Narrowing for canonical subtyping] If
ct Aol F k<4
D:AF K < I,
then
(c[D@asK]):A,a<K F k < 1.
Proof: By induction on c.
Cases CSUB-AE, CSUB-REFL, CSUB-TRANS, CSUB-ARROW:
Either immediate or by straightforward induction.
Case CSUB-TVAR: k=( (f#a) =
By the induction hypothesis and CSUB-TVAR.
Case CSUB-TVAR: k = a =
c=V,(0) CuA ol +1T <AL
By the induction hypothesis,
(ClD@asK])=A,a<K F I < Al
By weakening (4.2.3.4),
(D,a<K):A,0<K + K < I.
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By CSUB-TRANS,
(D, a<K) ; (C[D@a<K])): A, a<K F K < A[Y].
By CSUB-TVAR,
Va((D, a<K); (ClD@a<K])) A, asK F a < 4,
that s,
(Va(O))[D@asK]: A, a<K F a < ..
Case CSUB-ALL: k = VG<K1. Ky 1 = V0L, 1
c=Vp<C. &
CraA,al 1L < Ky LA all,p<hFry <y
By the induction hypothesis on the first subderivation,
(Ci[D@asK]) = A, oK F I < K.
By weakening (4.2.3.4) on the second main hypothesis,
(D, B<h) = A, B<h - K < I.
By the induction hypothesis on the second subderivation,
fg[(D, ﬁSIl)@aSK] tA B, oK F Ry < .
By CSUB-ALL,
(Vo2(Ci[D@a<K]). (&L[(D, p<h)@asK])) = A, a<K F VBKy. ky < VB, 1,
that s,
(VﬂSCl. fg)[D@OéSBY] o A, alK F Vﬁﬁf(l. Ky < Vﬁﬁfl. L. O

424 Subtyping Derivation Normalization Rules

To construct an algorithm for checking the canonical subtype relation, we need a notion of normal
form derivations (similar to the one described in Section 2.6 for Fx subtyping) and an effective pro-
cedure for transforming arbitrary derivations into this form. The main task of this normalization pro-
cedureis to push instances of CSUB-TRANS toward the leaves of the derivation, until they eventually
disappear into instances of the CSUB-TVAR rule. For example, if A = a;1<T, ap<A[oy], ag<A[az],
then the derivation
AF a3 < ap AFa < ap
AFay < o

(CSUB-TRANS)

becomes the following normal-form derivation:

(CSUB-REFL)

AF o

<o
(CSUB-AE)
A F Aleg] < Ale
(CSUB-TVAR)
AF a < ag
(CSUB-AE)
Ak /\[QZ] = /\[Oq (CSUB-TVAR)
At az < a.

The normalization procedure is presented as a collection of rewrite rules on subtyping deriva-
tions. These rules are separated into two groups to simplify the presentation of a rewriting strategy
later on (Section 4.2.5) and the proof that this strategy always terminates.

We first list the abbreviated linear forms of the rules, then justify them by discussing how they
operate on proof trees.
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4.2.4.1. Definition: The one-step, outermost simplification relation on subtyping derivations, —*, is
defined by the following rewrite rules:

I.  Reflexivity simplification
1. id = AF Ki—k < K1—5K>
—t id—id
2. id = A F Va<Ki. ky < Va<Kj. Kk
—t VYa<id. id
3. id = A F AlKk1--En] < AlK1--En]

—t AE[id .. id)
II. Cutsimplification
1. id;c
—t ¢
2. c¢;id
—t ¢

3. AE[&..&6,]; AE[é1..9,] where each 6; A F &; <
—1 AE[( 5 81) - (& 5 6]

4. V,(AE[E]); 6
—>2i ‘fa(AE[f ; 6])

5. Vu(id); 6
—1 Va(AE[9])

6. C—¢;D—6
—1 (D;C)=(&;9)

7. (YazC. &) ; (YasD. §) where DA F K3 < K>
—t VYag(D; O). (([D@a<K3) ; §)

Rules 1.1, 1.2, and L3 together restrict the form of instances of reflexivity in normal form
derivations to reflexivity between variables.

Rules II.1 and II.2 eliminate instances of transitivity with an instance of reflexivity as one of
their immediate subderivations.

Rule I3 simplifies instances of transitivity whose subderivations are both instances of
CSuUB-AE by pushing the application of transitivity toward the leaves of the derivation. Simi-
larly, rule II.4 simplifies instances of transitivity whose left-hand subderivation ends with the rule
CSUB-TVAR by pushing the application of transitivity deeper, toward the leaves of the derivation.
(Rule IL.5 handles the simpler situation where the premise of CSUB-TVAR is an instance of CSUB-ID,
in which case no new instance of transitivity need be created.) Rule II.6 simplifies instances of
transitivity whose subderivations are both instances of CSUB-ARROW by pushing the applications
of transitivity toward the leaves of the derivation.

Rule II.7 — the keystone of the definition — simplifies instances of transitivity whose sub-
derivations are both instances of CSUB-ALL. Pictorially, it rewrites the derivation

c ¢ D §
A+ Ky, < Ky A, alKy F k1 < Ky At K3 < Ky A, aslKs3 F Ky < K3
A F VagKq. kg1 < YasKs. ko A F Va<Kj. ky < VagK3. K3

A F VYagKq. k1 < YasK3. K3



4.2. SUBTYPING 57

as
D C ([D@a<K;) §
AF K3 < Ky AF K, < Ky A,aﬁffg, Fri < Ky A,OéSf(g, F ry < K3
AF K3 < Kj A, alKs3 F K1 < K3

A F Va<Kq. k1 < VagKs. k3.

4.2.4.2. Definition: Let —1 be the compatible closure of —, that is:
ife —% ¢, thene —1 ¢
if & —1 52// then AE[flfz‘En] — AE[fle/fn]
ifc —1 ¢, then(c;d) —1(c;d)
ifd —1 d', then(c;d) —1(c;d)
if C —1 C’, then Va(C) —1 Va(Cl)
if C —1 C’, then (Va<C. §) —1 (Va<('. §)
if6 —1 ¢', then (Va<C. §) —1 (VasC. §')
if C —1 C’, then (C—6) —1 (C'—0)
if 6 —1 &', then (C—é) —1 (C—=¥").

4.2.4.3. Remark: A redexin a subtyping derivation ¢ is a subderivation d that matches the left-hand
side of one of the simplification rules. The corresponding right-hand side, d’, is the contractum of
d. When ¢ —1 ¢’ by replacing d with d’, we say that ¢ reduces to ¢’ in one step.

4.2.4.4. Definition: A normal-form subtyping derivation is one that contains no redices. Similarly,
a I-normal-form subtyping derivation is one that contains no I-redices (instances of the left hand
sides of any of the rules in group I).

4.2.4.5. Definition: Let —* be the reflexive and transitive closure of —1.

Having shown already that weakening and narrowing preserve validity, it is a simple matter
to check that the rewriting rules do too.

4.2.4.6. Lemma: [Replacement] If ¢ is a valid subtyping derivation and ¢’ is formed from ¢ by
replacing some subderivation d by a valid derivation d’ with the same conclusion as d, then ¢’ is
valid and has the same conclusion as c.

Proof: Immediate, since none of the CSUB rules place any requirements on the shape of the
derivations of their hypotheses. g

4.2.4.7. Remark: In type assignment systems (c.f. 2.4), a typing statement I' - e € 7 is often
thought of as a kind of sentence, where e is the subject and T is the predicate. When e —* ¢’
according to some system of rewrite rules (usually read “e evaluates to ¢’”) we speak of “reducing
the subject.” If the type assignment system in question has the property that whenever I' - e € 7
is derivable and e —* ¢’ the statement I' |- ¢’ € 7 is also derivable, we say that the typing relation
is closed under subject reduction, or that the system in question has the subject reduction property.

The same terminology can conveniently be applied to statements of the form ¢ :: A - & <4
if we think of A - k£ < ¢ as a kind of predicate — true of valid subtyping derivations with this
conclusion — and derivation simplification as a kind of evaluation.

4.2.4.8. Lemma: [Subject reduction for the simplification rules] If ¢ is a valid subtyping derivation
suchthatc: Ak <iande —*d,thend:: A+ k <i.

Proof: First, note that all of the rewrite rules map valid subtyping derivations to valid derivations
with the same conclusions (except for rule I.7 the argument is straightforward; the case for I1.7
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follows from the narrowing lemma for canonical types (4.2.3.6)). This observation extends to —
by the replacement lemma (4.2.4.6) and to —* by induction. g

4.2.5 Termination of the Normalization Rules

Now we must show that every canonical subtyping derivation can be rewritten into one in normal
form. The crux of the argument will be that whenever an instance of transitivity is reduced, the
size of the intermediate type — or cut type — is decreased in any new instances of transitivity in
the result. The argument is slightly delicate, because both rule I1.3 and the narrowing operation in
rule I1.7 can create copies of subderivations that may themselves contain redices. This is handled
by reducing redices with the largest cut types first.

The argument is also slightly complicated by the fact that rule I1.4 creates a new instance of
transitivity whose intermediate type is exactly the same as that of the original. In this case, we
argue that the resulting derivation is simpler because an instance of transitivity has been pushed
toward the leaves of the derivation.

4.2.5.1. Definition: A subtyping derivation of the form ¢ ; d is called a compound derivation.

4.2.5.2. Definition: The cut type of a compound derivation (¢ :: A - ky < kp) ; (d 2 A F ky < k3),
written cut-type(c ; d), is k.

4.2.5.3. Definition: The cut size of a compound derivation c ; d is
cut-size(c ; d) = size(cut-type(c ; d)).

4.2.5.4. Definition: The complexity of a compound derivation ¢, written complexity(c), is the pair
(cut-size(c), size(c)), ordered lexicographically.

4.2.5.5. Definition: A Il-redex c is an innermost redex of complexity m if no proper subderivation
of c is a II-redex of complexity m.

4.2.5.6. Definition: The rewriting strategy for normalizing subtyping derivations comprises the
following steps:

1. Perform I-reductions in any order until a I-normal form is reached.
2. If there are any remaining Il-redexes, let m be the largest complexity of any remaining Il-redex.
Choose an innermost redex of complexity m, reduce it, and return to step 2.

Since each I-reduction decreases the size of the types in the conclusions of any new I-redices it
creates, the I-rules are clearly strongly normalizing. Moreover, none of the II-rules can create new
I-redices when applied to I-normal forms, so we need worry no further about the I-rules.

Progress in normalizing the II-redices of a derivation ¢ is measured as follows:
4.2.5.7. Definition: The total complexity of a derivation ¢, written tofal(c), is the pair (m, n),
where m is the maximum complexity of any compound subderivation of ¢ and n is the number of
compound subderivations of this size, ordered lexicographically.

4.2.5.8. Lemma: For any derivation ¢, the weakening (¢, a<K) contains no II-redices not already
present in c.

Proof: Immediate from the definition of weakening (4.2.3.2). U
4.2.5.9. Lemma: Letc = A, a</ +k <k and D : A+ K < I. Then the cut type of every new
II-redex in the narrowing ¢[D@a<K] is I.

Proof: By induction on the structure of c.
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Case: ¢ = AE[&..6,]

By the induction hypothesis and CSUB-AE.
Case: c=id

Immediate.
Case: c=c1; 0

Can’t happen.

Case: ¢ = V3(C)

Subcase: 3 # o
By the induction hypothesis and CSUB-TVAR.

Subcase: 5 = a
By the definition of narrowing (4.2.3.5),
(Vo(O))[D@a<K] =V, (D, asK) ; (C[D@a<K]))).
By the induction hypothesis, the cut type of every new Il-redex in C[D@a<K] is I. By
Lemma 4.2.5.8, there are no new redices in (D, a<K). The cut type of the new redex
(D, agK); (C[D@a<K]))is 1.
Case: ¢ =(C—¢
By the induction hypothesis and CSUB-ARROW.
Case: ¢ =Vg<(C. ¢
By the definition of narrowing (4.2.3.5),
(VB<C. §)[D@a<K] = VBL(C[D@a<K]). (&[(D, p<l)@a<K]),
where C' :: A, a<I F I} < K. By the induction hypothesis, every new Il-redex in C[D@a< K]
has cut type I. By Lemma 4.2.5.8, (D, <) = A, <l + K < I has no new redices. By the
induction hypothesis, every new Il-redex in &[( D, §</1)@a< K| has cut type I. O

4.2.5.10. Lemma: Let o be a derivation and (¢ ; d) an innermost II-redex of maximum complexity
in o. Then total(o) > total(o’), where o' is the result of replacing (¢ ; d) by its contractum, e.

Proof: By cases on the rule used to reduce c ; d to e.

Caselll: c=id e=d
This reduction removes one II-redex of maximum complexity from o.

Casell.2: d=id e=c
Similar.

Casell.3: c= AE[flfm] d= AE[éla‘Sn] (52' T AF K <y e = AE[(fjl ; (51) .. (f]n ; (5n)]
This reduction removes one redex of maximum complexity with cut-size = size( A[£1..k5]) and
creates n new redices of cut sizes size(k;,), ..., size(x;, ), all of which are strictly smaller. In
addition, some redices in the &;’s may be copied, but these must also have smaller cut size
because ¢ ; d is an innermost redex of maximal complexity.

Case [1.4: ¢ = V,(AE[€)]) d=46 e = V,(AE[¢ ; §])

This reduction removes one redex of maximum complexity and creates one new one with
exactly the same cut type. However, the size of the new redex is size({ ; §) < size(c ; d), so its
complexity is smaller. The complexities of other redices in o are unchanged.

Case IL5: ¢ = V,(id) d=¢ e = V,(AE[d])

This reduction removes one redex of maximum complexity and creates no new redices.
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Casell.6: c¢;d=(C—=¢);(D—d)
e =(D;C)=(£;9)
where C:AF Ky < K4
D:AF K3< Ky
(f A E K1 § L)
6 tAF K2 S K3.
This reduction removes one redex of maximal complexity with cut type K>—#x, and creates
two new redices, one with cut type K, and one with cut type «,.
Casell.7: ¢;d= (YasC. §); (Va<D. §)
e =Vas(D;C). (({[D@a<K3));6)
where C:AF Ky < K4
D:AF K3 < Ky
f ::A, aslKy b k1 < Ky
6 A, afK3F ky < Ka.
The cut type of (¢ ; d) is Ya<Kj3. k. The new Il-redices in e are:
o (D ; (), with cut type K»;
o ({[D1@a<K3]; 6), with cut type ky; and
¢ new redices in £[D@a< K3], with cut type K> (by Lemma 4.2.5.9).

Thus, rewriting (¢ ; d) as e removes one redex of maximal complexity with cut type Va<K». ks
and creates some new redices with strictly smaller cut types K5 and &,. O

Since steps 1 and 2 of our rewriting stretegy each terminate, and since step 2 introduces no
new I-redices, we are assured that every derivation is eventually rewritten by this strategy to one
in I/II-normal form:

4.2.5.11. Theorem: The given rewriting strategy is normalizing.

4.2.5.12. Corollary: If there is any derivation of a canonical subtyping statement A - k£ < 4, then
there is one in normal form.

4.2.6 Shapes of Normal-Form Subtyping Derivations

4.2.6.1. Lemma: If id : A - k < i is a normal-form subtyping derivation, then £ = 7 = o for some
variable a.

Proof: By the form of the I-rules (4.2.4.1). O

4.2.6.2. Lemma: If e is a normal-form subtyping derivation, then e # (c ; d).

Proof: By induction on the size of e, with a case analysis on the possible forms of ¢ and d. In
each case, either the induction hypothesis or one of the Il-rules guarantees that a well-formed
derivation of the form ¢ ; d is not in normal form:
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¢ d Reason

id any II.1

c1; 6 any induction hypothesis
any id I1.2

any dy ; do induction hypothesis
AE[&.£,] AE[6..6,] 113

Valer;¢2) 6 induction hypothesis
VL (AE[E]) 6 1.4

V,(id) 6 1.5

C—¢ Va(D) ill formed

C—¢ D—é IL6

C—¢€ Vo<D. 6  ill formed

Va<C. & Vg(D) ill formed

VasC. & D—é ill formed

Va<C. ¢ Ya<D. é 117 ]

4.2.6.3. Lemma: [Syntax-directedness of canonical subtyping]
1. f AF K < I, then for every . € I thereis some s € K such that A - x <.

2. fAF Ki—ky <y thene = [—pywithAF L < Kjand A F gy < s,
3. fFAFVYasKq. Kk <, thent =Vasly. iy withAF I; < Kyand A, a<li F xy < 1.

4. If A+ a <k, theneither kK = a orelse A - A(a) < A[k].
Moreover, when the given derivation is in normal form, the derivations promised in each clause
are proper subderivations of the original.
Proof: In each case, we are given a derivation of A F £ < «. By Corollary 4.2.5.12, there exists
a normal-form derivation of the same statement. By Lemmas 4.2.6.1 and 4.2.6.2, this normal
derivation does not end with an instance of CSUB-REFL (except CSUB-REFL applied to variables)
or CSUB-TRANS. The desired result follows by inspection of the remainder of the CSUB rules. [

4.2.6.4. Corollary: If A - k < a, theneither k = aorelse x = f forsome fwith A - A(8) < Alal].

4.2.7 Equivalence of Ordinary and Canonical Subtyping

Our next task is to establish that the subtyping relations on ordinary types and on the correspond-
ing canonical types are equivalent in an appropriate sense. We accomplish this by defining a
flattening mapping b from ordinary types to canonical types with the following properties:

1. Flattening preserves subtyping: if ' * o < 7, then ' eo <7

2. Flattening yields a type equivalent to the original: T I 7° ~ .
The second observation (plus narrowing and the fact that the identity injection from the set of
canonical types into the set of ordinary types preserves subtyping — if A * x < ¢, then A ¥ k < 1)
implies the converse of the first: if the translation of a statement is provable in the canonical
system then the original statement is also provable. Thus, the flattening mapping also reflects
subtyping.
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4.2.7.1. Definition: The flattening mapping b from ordinary types to composite canonical types is
defined as follows:

o’ = Ald]
(U—>7’)b = Ao'—k| ke’
(Ya<o. T)b = AVa<e’. k| ke T’]
/\[7’1..7'n]b = U’
This mapping is extended pointwise to contexts:
¥ =
(I, OéST)b = I’ a<r’
(I, x:r)b = I, z:r’

4.2.7.2. Lemma: [» preserves subtyping] If I' * ¢ < 7 then "o < 7.

Proof: By induction on a derivation of I' I ¢ < 7. Proceed by cases on the final step of the
derivation.

Case SUB-REFL: o =1

By CSUB-REFL.
Case SUB-TRANS:

By the induction hypothesis and CSUB-TRANS.
Case SUB-TVAR: ¢ = «o T =1(a)

By the definition of canonical subtyping, (F(a))l’ = I'"(a) = A[k1..ks]. The desired result is
checked by constructing the following derivation:

Fblﬁmgm Fblﬁnngnn
(CSUB-AE) b (b b b b b (CSUB-AE)
I F I(a) < Alsa] I FI'(a) < Alr,]
(CSUB-TVAR) - cee = (CSUB-TVAR)
I"Fa<k I"Fa<k,

(CSUB-AE)

I’ B Ala] < Alf1.5n]

Case SUB-ARROW: ¢ = 01— 0> T=T1—T2
't <oq I'Foy,<m

By the induction hypothesis, I’ 77 < ¢® and T” I* ¢} < 75. By the syntax-directedness

of canonical subtyping (Lemma 4.2.6.3(2)), for every ¢; € 75 there is some «; € o5 such
that T® £ k; < ¢;; in each case, CSUB-ARROW gives g Ui—m]‘ < le —t;. By CSUB-AE,
I° Aol —k | k € 03] < N[ri—¢ | ¢ € 73], as required.

Case SUB-ALL: ¢ = Va<oy. 0y T =VYasin. 7
Similar.
Case SUB-INTER-G: T = A[7y..7,,] I'o <7 foreachr;

For each 7;, the induction hypothesis gives I” I* ¢’ < 77. By the syntax-directedness of
canonical subtyping (Lemma 4.2.6.3(1)), for each «;; € 7. there is some x;; € ¢’ such that
g ki; < t;;. Combining these derivations for all the 7;'s, we have e < UZ»TZ!7 by

CSuB-AE.
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Case SUB-INTER-LB: 7 = o; o = \|o1..0,]
Leto,” = Aloi1 . 6im]. Then the derivation
Fblzaglgai-’l Fbl—bafmgagm
Ine UZ'UE < Ulf

(CSUB-AE)

establishes the desired result.

Case SUB-DIST-IA: ¢ = A[o'—71..0'—7,] T =0 —=N\[m..7]
By the definition of flattening, o = 7°. The result follows by CSUB-REFL.
Case SUB-DIST-IQ: ¢ = A[Va<o'. 11..Va<o'. 7] T = Va<o'. \[11..74]
Similar. O

Next, we remark that subtyping on canonical types is preserved when canonical types are read
as ordinary types.

4.2.7.3. Lemma: If APk < i, then APk < i.
Proof: By induction on the structure of a canonical subtyping derivation. g

The last fact needed to establish the equivalence of subtyping on ordinary and canonical types
is that the flattening transformation always yields a type equivalent to the original.
4.2.74. Lemma: I' ' 7° ~ 7 for all F, types 7 and contexts I'.
Proof: By induction on the structure of 7.
Case: 7 =a
By SUB-INTER-LB and SUB-INTER-G.
Case: 7 =71—mn
By the definition of flattening (4.2.7.1), 7° = A[rj—x | k € 75]. By derived rule D-DIsT-IA
@41.1), T F 7 ~ (fH—=Ak | k € 73]),ie, T 7 ~ 7/—75. By the induction hypothesis,
T+ T{ ~ 7 and I' - TZb ~ 7. The desired result follows by D-CONG-ARROW (4.1.7) and
SUB-TRANS.
Case: 7 =Vasn. m
Similar.
Case: 7 = A[ry..7]
By the induction hypothesis, I' - 7/ ~ 7; for each i. By D-CONG-INTER (4.1.7), I' - A[7} .. 7] ~
A[71..7,]. The result then follows by D-ABSORB (4.1.2) and SUB-TRANS. O
Combining this with the previous lemma, we can show that the translation from ordinary to
canonical types reflects subtyping in Fa.
4.2.7.5. Lemma: [b reflects subtyping] If I"Eo’” <7 thenT ¥ o < .
Proof: By Lemma4.2.7.3,T" I ¢* < 7. By Lemma 4.2.7.4,T ¥ T(a) < I'’(a) for each a € dom(T").
By narrowing (4.2.3.6), I ¥ ¢” < 7°. By Lemma 4.2.7.4 again, I' ¥ ¢ < ¢’ and I' ¥ 7* < 7. By two
applications of SUB-TRANS, I' F* ¢ < 7. O
Lemmas 4.2.7.2 and 4.2.7.5 together show that the subtype relations on ordinary and canonical
types correspond appropriately:
4.2.7.6. Theorem: [Equivalence of ordinary and canonical subtyping]

I o <7 iff I"Eo <7,
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4.2.8 Subtyping Algorithm

The definition of canonical subtyping leads directly to one algorithm for deciding the subtype
relation on F, types: tocheck whetherI' - ¢ < 7, flattenI’, o, and 7 and check whether e o’ < 7h
In this section we describe an alternative algorithm that operates directly on F, types, effectively
performing the flattening translation on the fly.

Given I, o, and 7, the new algorithm first performs a complete analysis of the structure of 7.
Whenever 7 has the form 71—, or Va<r. 7, it pushes the left-hand side — 7 or a<m; —onto a
queue of pending left-hand sides and proceeds recursively with the analysis of 7. When 7 has the
form of an intersection, it calls itself recursively on each of the elements. When 7 has finally been
reduced to a type variable, the algorithm begins analyzing o, matching left-hand sides of arrow
and polymorphic types against the queue of pending left-hand sides from 7. In the base case,
when both ¢ and 7 have been reduced to variables, the algorithm first checks whether they are
identical; if so, and if the queue of pending left-hand sides is empty, the algorithm immediately
returns true. Otherwise, the variable o is replaced by its upper bound from I' and the analysis
continues as before.

The algorithm presented here generalizes one described by Reynolds for deciding the subtype
relation of Forsythe [personal communication, 1988].

4.2.8.1. Definition: Let X be a finite sequence of elements of the set
{7 | T atype} U {a<T | o a type variable and 7 a type}.
Define the type X =7 as follows:

[]=7 =T
[0, X]=T = o—(X=>71)
[ago, X]=T = Valo. (X=r1).

From the definitions of » and X =7, the following facts are immediate:
4.2.8.2. Lemma:

L (X=(Almm))) = U (X=7)"

2. (X=(rn—n)) = (X,n] = ).

3. (X=(Va<r. n)) = ([X,asn] = n).

4.2.8.3. Remark: Note that every type 7 has either the form X=-a or the form X=A[r..7,,] for a
unique X.

4.2.8.4. Definition: The four-place algorithmic subtyping relation I Fo < X=r7 is the least
relation closed under the following rules:

foralli, ' F 0 < X = 7
'k o < X = Aln..7m)

(ASUBR-INTER)

forsomei, I' F 0; < X = «a
I' F Alo1..0,] < X = a

'kn <[]= o IT'kto, < Xo =«
't oj—opy < [11,X2] = a

(ASUBL-INTER)

(ASUBL-ARROW)

I'tFmn [] = o1 I,8<m Fop < Xo = a

ASUBL-ALL
F Vf<or. 02 < [B<r, Xa] = @ ( )

<
r
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'ra<]|]=a (ASUBL-REFL)

(ASUBL-TVAR)

4.2.8.5. Notation: We sometimes decorate the turnstile symbol I to distinguish algorithmic
derivations from derivations in other calculi.

4.2.8.6. Definition: We write DIST[, \x~,, x=,] (O just DIST" when the appropriate subscript is
clear) for the following compound derivation:

(SUB-REFL)

DisTy = A
DA ]=m.[]=7n] TFE /\[H:>7-1 . []:>Tn] < []:>/\[T1..Tn]
DISTI*“J\[o—>(X’:>Tl)..J—>(X':>Tn)] =
_ DisT} , )
DTN IFo<o CAX =7 X =)
r ¥ /\[U—>(X/:>T1) B U—>(X/:>Tn)] T ¢ U—>/\[X/:>T1 --X/:>Tn] (SUB-ARROW)
< U—>/\[X/:>T1 . )(,:>Tn] < U_>(X,:>/\[Tl--7—n]) (SUBTRANS)

I'F Alo—=(X'=7m) .. o= (X'=71,)] < o= (X'=A[r1..7])

DISTL. \va<o. (X'mm). Va<o. (X'mr)] =
— DT} , ,
(SUB-DIST-IQ) I'toe<o (<o) AN X =7 X' = 7]
I © AVa<o. (X'=r1) .. Ya<o. (X'=1,)] I £ Vaso NX'=n. X=r]
< Ya<o. A X'=7 .. X'=71,] < Vago. (X'=A[m..7)])
(SUB-TRANS)

I'F AlVa<o. (X'=7) .. Va<o. (X'=7,)] < Va<o. (X'=A[m1..7.])
4.2.8.7. Definition: Letc :: I' Fo < Tbean algorithmic subtyping derivation. Thenc¢" :: T ¥ ¢ < 7

is the following ordinary derivation:

foralli, ¢; = T Fo< X=7; "
r 'V_O_ S X:>/\[T1Tn] (ASUBR-INTER)

A

n (SUB-INTER-G) DisT* = TEA[X =7 .. X=7,
I o< A[X=2m .. X=7,] <X[:>/\[T1..Tn] ]

I'¥ o< X=A[m..7]

C{\"'C

forsomei, ¢; =T Fo; < X=a "
T (ASUBL-INTER)
I'FA[o1..0,] < X=a

(SUB-INTER-LB)

I ¥ Alo1..0,] < 0; A
I'F Alor..0,] € X=a

o
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(cl 2T Fr <[]=o1 T Fop < X=a

A
T (ASUBL-ARROW) =
FF01—>02§[T1,X]:>04 )

@
¥ o1—op < [7'1,X]:>a

(SUB-ARROW)

gl Fr <[]0 =D, p<n Fop < X=a A
I 'Lvﬁgal- oy < [ﬂSleX]:NI (ASUBL-ALL)

A A
! )
I' ¥ V3<01. 03 < [B<T1, X]|=a

(SUB-ALL)

A
(m <>) = TFra<[sa "
ez FI(B) < X=a " m (SUB-TVAR) o
T l'_ ﬁ < X=a (ASUBL-TVAR) = T |_A ﬁ <X5o (SUB-TRANS)

4.2.8.8. Theorem: [Soundness of the algorithm] If I' Fo< X=rthenT ¥ o < X=7.
Proof: By the well-formedness of the translation in Definition 4.2.8.7. O

We must now check that the relation defined by these rules coincides with the subtype relation
on canonical types, from which it follows, by Theorem 4.2.7.6, that the algorithm gives a semi-
decision procedure for the F, subtype relation.
4.2.8.9. Lemma: [Completeness of the algorithm with respect to canonical subtyping] If I” 1 ¢” <
(X:M')b, thenT Fo < X=7.

Proof: By induction on the size of a normal-form derivation of "¢ < (X:>T)b, with a sub-
induction on the form of 7 and, when 7 = «, a sub-sub-induction on the form of . Proceed by
cases on the form of 7 and o.

Case: 7 = A[ry..7] I eeb < (X:>/\[T1..Tn])b

By Lemma 4.2.8.2(1), I” £ ¢* < |J,(X =7). By the syntax-directedness of canonical subtyping

(4.2.6.3(1)), for every ¢ € UZ-(X:M'Z')b there is some % € ¢” and a subderivation of the original

whose conclusion is I’ F k < «. In particular, for each i and every ¢ € (X :>T¢)b there is

some k € o’ such that I £ k < .. By CSUB-AE, e e < (X:>n)b. This derivation is no
larger than the original and 7; is smaller than 7, so, by the main or sub-induction hypothesis,

I' o < X=7;. Then by rule ASUBR-INTER, I F-o < A[r1..7.].

Case: 7=« o = N\o1..04] e /\[al.ﬂn]b < (X:>a)I7

Since (X :>a)|’ = Al is a singleton, the syntax-directedness of canonical subtyping (4.2.6.3(1))

implies that for some x € ¢’ we have I’ I k < ¢ as a subderivation of the original. Since

o’ = 0!, there is some o; such that x € 0?. CSUB-AE then gives I’ I* ¢! < (X:>a)b. This

derivation is no larger than the original and o; is strictly smaller than o, so by either the main

or the sub-sub-induction hypothesis, I' F-o; < X=a. By rule ASUBL-INTER, I o < X=a.
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Case: 7=« 0 =01—07 e (01—>02)b < (X:>a)b
Since (X :>a)|’ = Al is a singleton, the syntax-directedness of canonical subtyping (4.2.6.3(1))
implies that for some K1—k; € o” we have I'" P K1—#ky < ¢ as a subderivation. By syntax-
directedness again (4.2.6.3(2)), : must have the form I1—:;, with I"ER<KiandTP Ery <
as subderivations. By Definition 4.2.8.1, X = [y, X,], where I; = T{) and Al = (X2:>a)l’.
Since ky € 0,°, we have I'" ¥ oy’ < (X2:>Oé)b by CSUB-AE. This derivation is no larger
than the original, and o is strictly smaller, so by either the main or the sub-sub-induction
hypothesis, I F-0; < Xp=ra. Also, by the main induction hypothesis, I' b r; < []=>01. By rule
ASUBL-ARROW, I’ |L(71—>(72 < T1—>()(2:>T2), ie, I |!—Ul—>02 < [Tl, X2]2>7'2.

Case: 7T=a o =VYagoy. 0y
Similar.

Case: 7=« oc=0 F"Iiﬁl’g(X:My)b
Since 3* = A[4] and (X :>a)b = A\[¢] are both singletons, the syntax-directedness of canonical
subtyping (4.2.6.3(1)) gives I’ * 3 < : as a subderivation. By syntax-directedness again
(4.2.6.3(4)), eithert = BorI” £ T%(3) < Al¢]. In the first case, rule ASUBL-REFL gives the desired
result immediately. In the second case, the main induction hypothesis gives I’ FT'(3) < X=a,
from which rule ASUBL-TVAR again yields I' -3 < X=-a. ]

4.2.8.10. Theorem: [Completeness of the algorithm with respect to ordinary subtyping] If I' 1*
o< X=>rthenl Fo < X=7.

Proof: By the equivalence of ordinary and canonical subtyping (Theorem 4.2.7.6) and the com-
pleteness of the algorithm with respect to canonical subtyping (Lemma 4.2.8.9). O

4.2.8.11. Definition: The more convenient three-place relation I' o < 7 may be defined as
Ito<r iff TFo< X=0¢,

where 7 = X=¢ and either ¢ = A[¢1..¢,] or ¢ = a.

4.2.8.12. Theorem: [Equivalence of ordinary and syntax-directed subtyping]
Ifo<r iff THo<T.

4.3 Typechecking

We now present an algorithm for synthesizing types for F, terms. Given a term e and a context I
(where ¢ is closed in I'), the algorithm constructs a minimal type o for e under I' — that is, a type
o such thatI' - e € 0, and such that any other type that can be derived for e from these rules is a
supertype of o.

The algorithm can be explained by separating the typing rules of Definition 3.2.3 into two sets:
the structural or syntax-directed rules (VAR, ARROW-E, ALL-I, ALL-E, and FOR), whose applicability
depends on the form of e, and the non-structural rules (INTER-I and SUB), which can be applied
without regard to the form of e. The non-structural rules are then removed from the system and
their possible effects accounted for by modifying the structural rules VAR, ARROW-E, ALL-E, and
FOR appropriately.

The main novel source of difficulty here is the application rules ARROW-E and ALL-E. An
application (e e;) in the original system has every type 7, such that e; can be shown to have some
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type 71— 72 and e, can be shown to have type 71, where the rule SUB may be used on both sides to
promote the types of e1 and e, to supertypes with appropriate shapes. For example, if

e € (01—>02) A (VO&SUg,. (74) A (U5—>06) A (U7—>Ug)

e € 01 N\ (Vaﬁag. (74) A 05,
then

(e1 €2)
has both types o, and o6, and hence (by INTER-I) also type o2A06.

To deal with this flexibility deterministically, we observe that the set of supertypes of (61— 02) A
(Va<os. 04) A (05—06) A (07—03) that have the appropriate shape to appear as the type of e; in
an instance of ARROW-E can be characterized finitely:

arrowbasis((o1—02) A (Va<os. o4) A (05—06) A (07—03))
= [0-1_>0-27 05— 06, 07%08]‘
It is then a simple matter to characterize the possible types for (e; e2) by checking whether the
minimal type of e; is a subtype of each domain type in the finite arrow basis of the minimal type
of e1. Type applications are handled similarly.

4.3.1 Finite Bases for Applications

4.3.1.1. Definition: The functions arrowbasisr and allbasisy are defined as follows:

arrowbasisr () = arrowbasisp(1'(a))
arrowbasisy(T1—1) = [r—m]

arrowbasisp(Ya<r. m) = []

arrowbasisp(N\[11..7,]) = arrowbasisy(r1) * - - - x arrowbasisy(7,,)
allbasisr (o) = allbasisp(T'(«))

allbasisy (11— 12) = ]

allbasisr(VaSTl. T2) = [VOéSTl. T2]

allbasisy (\[71..7,.]) = allbasisy (1) * - - - * allbasisp(7,).

4.3.1.2. Remark: To check that these definitions are proper, note that a closed context cannot
contain cyclic chains of variable references where ag € FTV(I'(a1)), o1 € FIV(I'(ap)), ..., oy, €
FTV(T(ayp)).
The next two lemmas verify that arrowbasisr and allbasisr compute finite bases for the sets of
arrow types and polymorphic types above a given type.
4.3.1.3. Lemma: [Finite — basis computed by arrowbasisr]
1. T ¥ o < A(arrowbasisp(o)).
2. [T ¥ o < 71—m, then T ¥ A(arrowbasisp(c)) < 11—1,.
Proof:
1. By induction on the definition of arrowbasisr.
2. By the completeness of the subtyping algorithm (4.2.8.10), I' ¥ ¢ < m—, implies I' ¥
o < [r,[]] = m. We show, by induction on derivations, that I Fo < [rn,Xd = m
implies I' ¥ A(arrowbasisy (o)) < [11, X,] = 7, from which the desired result follows as a
special case, since 71— can always be written in the form [y, X,|=> 7, where the outermost
constructor of 73 is A or a variable.
Proceed by cases on the final step of a derivation of I Fo <[, Xd] = 7.
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Case ASUBR-INTER: 75 = A[751--Tbn)
By assumption,
I'Fo < [r, X, = 7
for each 7; by the induction hypothesis,
I ¥ A(arrowbasisy (o)) < [11, Xo] = 74
By derived rule D-CONG-INTER (4.1.7),
I' ¥ AlA(arrowbasisp (o)) .. A(arrowbasisp ()] < Al([71, Xa]=701) - ([71, Xa]=76n)]-
By D-ABSORB and D-REINDEX (4.1.2) and SUB-TRANS,
I ¥ A(arrowbasisr (o)) < A[([r1, Xa] = 1) - ([T1, Xa] = Ton)]-
By len([r1,X,]) applications of SUB-DIST-IA and SUB-DIST-IQ (as appropriate) and

SUB-TRANS,
I ¥ A(arrowbasisr (o)) < [11, Xo] = A[Ts1--Tbn)-
Case ASUBL-INTER: o = A[o1..0,] =

By assumption, I Fo; < [r1,X.] = a for some i. By the induction hypothesis,
I ¥ A(arrowbasisr(o;)) < [r1, X,] = a.
Since arrowbasisr(o;) C arrowbasist(c), SUB-REFL, D-ALL-SOME (4.1.2), and SUB-TRANS
give
I ¥ A(arrowbasisr (o)) < [11, Xa] = a.
Case ASUBL-ARROW: ¢ = 01—0» =«
By the definition of arrowbasisr and the equivalence of ordinary and syntax-directed
subtyping (4.2.8.12).
Case ASUBL-ALL: ¢ = Va<oy. oy =«
Can’t happen ([71, X3] has the wrong form).
Case ASUBL-REFL: o = 3 T, = 0 (11, Xa] =[]
Can’t happen.
Case ASUBL-TVAR: ¢ = (3 T, =« L FI(B) < [r, X4 = «
By the induction hypothesis,
L' ¥ Alarrowbasis(T(8))) < [11, Xo] = a.
By the definition of arrowbasisr,
I ¥ A(arrowbasis(8)) < [11, X.] = a. O

4.3.1.4. Lemma: [Finite V basis computed by allbasisr]
1. I' F o < A(allbasisy(o)).
2. IfT'Fo < (Va<m. m), thenI' F A(allbasisr (o)) < (Vasrti. 7).
Proof: Similar. O

The crucial step in the correctness proof for the type synthesis algorithm is showing that
application and type application are correctly characterized by the sets computed by arrowbasis
and allbasis.
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4.3.1.5. Lemma: [Application]

If
M = [¢1—>¢1 qbn_”ybn]
V=[|IFo< ¢
IT'EAM < m—n
I'Fo<m,

then
I'FAV <m.

Proof: By the equivalence of ordinary and canonical subtyping (4.2.7.6),
"B (AM) < (n—m)
I"Eo® < le
V=g | TP o < ¢).
By the definition of b (4.2.7.1),
" EUi(Al9 = | 1 € 03']) < Alri—e | e e 3],
By the syntax-directedness of canonical subtyping (4.2.6.3(1)),

forall: e 7'2"

there is some ¢ and some & ¢ wil’ such that
Iee qbz-b—m < T{’—w.
By syntax-directedness again (4.2.6.3(2)),

forall: e 7'2"

there is some ¢ and some & ¢ wil’ such that
Iee le < @_b and
ek <y,
thatis,

forall. e 7'2'7

there is some 7 such that
e le < ¢;" and
there is some & € 1,” such that
ek <.
By CSUB-TRANS,

forall . e 7'2'7

there is some 7 such that
"ot < qbz-b and
there is some & € ,” such that

™ <.
By CSUB-AE,
' EU; (AR | & € and I7 F 6" < ¢]) < 75,
thatis,

"B (AV) <75
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By the equivalence of ordinary and canonical subtyping (4.2.7.6),

IEAV <.

4.3.1.6. Lemma: [Type application]

If
M = [(Va<er. P1).. (Vato,. ¥,)]
V=[{o/a}t; |TFo < ¢
I FAM < (Ya<r. )
I'Fo<m,

then

I'EAV <{o/a}mn.
Proof: By the equivalence of ordinary and canonical subtyping (Theorem 4.2.7.6),

I £ (AM) < (Vo< m)
"o < le
V =[{o/a}yi | T Fo® < &)
By the definition of b,
I Ui(/\[vaﬁ@b- K|Ke %’b]) < A[Vasry. o] e

By the syntax-directedness of canonical subtyping (4.2.6.3(1)),

forall: e TZb

there is some ¢ and some & ¢ wib such that
I (Va<e'. k) < (Yasr. 1)

By syntax-directedness again (4.2.6.3(3)),

forall: e TZb

there is some ¢ and some & ¢ wib such that
e le < qbib and
FI’, aST{’ Fr<y,
thatis,

forall. e TZb

there is some 7 such that
e le < qbib and
there is some « € d)f’ such that
I’, aST{’ Fr<u.

By CSUB-TRANS,

forall: e TZb

there is some 7 such that
I’ P o’ < ¢;” and
there is some « ¢ ﬂ)ib such that
I’, aST{’ Fr<u.
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By CSUB-AE,
I, <t FU; (A5 | & € i and TP P o® < ¢;]) < 75,
thatis,
I asrl B (A | T B o < 6°]) < 7.
By the equivalence of ordinary and canonical subtyping (4.2.7.6),
L,asm P A | TFo <] < m.
Then by the substitution property (4.1.8),
I {o/a} (AW | T+ o < ) < {o/a}n,
thatis,
I'® AV <{o/a}n. O

4.3.2 Type Synthesis

4.3.2.1. Definition: The three-place type synthesis relation T I-e € 7 is the least relation closed under
the following rules:

I' -z e I'(2) (A-VAR)
ez Feemn
A-ARROW-I
't Aeim. e € mi—m ( )
I'Fe €01 I' e e o
' A-ARROW-E
TF ez € A T (6—00) € amonbasisr(onand T - oz € o\ )
Ias<m Feen
A-ALL-I
I' - Aasmi. e € Yasm. ( v
I'teco (A-ALL-E)
I+ elr] e Al{r/a}vi] (Vaséi i) e allbasise(o) and T F 7 < ]
foralli, I' F {o;/a}e € 7; (A-FOR)

I' & forainoy..0,. € € N[T1..7,]

4.3.2.2. Notation: Again, turnstiles in type synthesis derivations are sometimes marked I to
distinguish them from derivations in other calculi.

4.3.2.3. Lemma: [Syntax-directedness of the type synthesis rules] For given I' and e, there is at
most one rule that can be used to establish I' e € 7 for some 7. Moreover, the existence of such
a derivation can be established from the form of e and the results of applying the type synthesis
procedure to proper subphrases of e plus a finite number of applications of the subroutine for
checking the subtyping relation. In particular:

1. fT Fa €6, then § = I'(z).
2. If T FAz:7q. e € §, then § = 71—, where I', 2:71 e € 7 as a subderivation.

3. If I’ |!—€1€2 € f,thend = /\[lbz | (¢2—>1/12) € ElT’T’OZUbElSiSF(Ul) andI'F o; < sz]/ where I’ |!—€1 €01
and T Fe, € oy as subderivations.

4. IfT' FAa<r. e € 0, then § = Ya<r;. 7o, where I, a<7 Fe € 7 as a subderivation.
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5. 1f I Fe[r] € 0, then 8 = A[{r/a}v; | (Ya<¢;. ;) € allbasisp(o1) and T' - 7 < ¢;], where
I' Fe € 07 as a subderivation.

6. If I - for o in 01..0,. € € 0, then § = A\[r1..7,,], where I - {0;/a}e € 7;, for each i, as a
subderivation.

Proof: By inspection. O

4.3.2.4. Remark: The syntax-directedness of algorithmic derivations permits us to skip introduc-

ing a linear shorthand, as we did for ordinary and canonical derivations, since terms themselves
are essentially the shorthand we need.

4.3.2.5. Definition: Let ¢ :: I' e € 7 be a typing derivation from the algorithmic rules (4.3.2.1).
Then ¢ :: T e € 7 is the following derivation from the ordinary typing rules:

(VAR)

A
(F Fael(x) (A-VAR)) T Tfae I'(z)

| A

caxl,zmbFeen cf

: (A-ARROW-I) = ~ (ARROW-I)
I'F(Azim. e) e i—m I'F (Azim.e)em—n

cl::Fll—eleal CQZZF'LGQEUQ "
T . A-ARROW-E
I F(el 62) € /\[1@2 | (¢2—>¢2) € ElT’T’OZUbElSZSF(Ul) and di 3 g S qbZ] ( )

. 4313:TF o1 < ¢i—b; sy dl
(SUB) —
I'F €y € Cbz

(SUB)

I'F e € ¢py—1h;
T |i\ (61 62) € 1@2
T |—A (61 62) € /\[sz | (q52—>¢2) € ElT’T’OZUbElSiSF(Ul) and Ik () § qbz]

| A

cpul,afmFeen cf

T (A-ALL-T) = X (ALL-)
T I‘—(Aoéﬁ. e) e Vasr. m ' (Aagr. €) e Vasm. m

(ARROW-E)

(INTER-T)

cp T Fee o1 A B
I Fer] e Al{r/a}e; | (Ya<;. ;) € allbasisp(o1) and d; = T F 7 < ¢;] S -

cf 4314 : T F 01 < Va<e;.
I'Fee Vage;. ¥;
I ¥ elr]e{r/a}y;
I e[r] e Al{r/a}; | (Ya<e;. o) € allbasisp(o1) and T F 7 < ¢]

foralli, ¢; : I F{o;/a}e e "
T Il—(for ain 01..0,. €) € N[71..7,] (R

(SUB) d?

(ALL-E)

(INTER-T)

AT ¥ {o;/a}eeT;
¥ (for ain oy..0,. €) € T;
¥ (for ain oy..0,. €) € N[T1..75]

(FOR)

(INTER-T)

4.3.2.6. Theorem: If s : T Feer,thens =T Feer.

Proof: By induction on the structure of s. g
4.3.2.7. Theorem: [Minimal typing] If I FecoandT'Feer, thenT o <.

Proof: By induction on a derivation of I' e € 7. Proceed by cases on the final rule.
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Case VAR: e ==z T =1I(2)
Immediate by A-VAR.
Case ARROW-I: e = \z:7q. € o Peen T=T1—"7
By the syntax-directedness of the type synthesis rules (4.3.2.3), the last rule in the derivation
of T Fe € 0 must be A-ARROW-I, so
Iz ke eor
o= T1—0).
By the induction hypothesis, I' * 05 < 7. By SUB-REFL and SUB-ARROW,
I ¥ =0y < 1—1.

Case ARROW-E: e=eje; T HFeemn—n TFececn T=ET
By the syntax-directedness of the type synthesis rules (4.3.2.3),
I |!—€1 € 01
I |!—€2 € 02

o = A\[¢: | (¢i—1;) € arrowbasisr (1) and T’ Fop < il
By the equivalence of ordinary and syntax-directed subtyping (4.2.8.12),
o = N | (pi—1;) € arrowbasisp(o1) and T F oy < ¢;].
By the induction hypothesis,
I'Po <m—n
I'¥ oy <.
Since arrowbasisr (o) is a finite basis for the arrow types above o1 (4.3.1.3),
¥ A(arrowbasisp(o1)) < 11— 2.
By the application lemma (4.3.1.5),
T |—A /\[1&2 | (qﬁz—&bz) S ElT’T’OZUbElSiSF(Ul) and I’ |—A oy < qﬁz] < 7.
Case ALL-I: e = Aa<r. € Ia<Peen T =Vasr. 7
By the syntax-directedness of the type synthesis rules (4.3.2.3),
I',a<r Fe € oy
o =Valr 1. 02.
By the induction hypothesis,
I', asn F oy < 1.
By SUB-REFL and SUB-ALL,
r# (Vaﬁﬁ. 02) < (‘v’aﬁﬁ. Tg).

Case ALL-E: e = €[] ['* e eVasn. n rer<n r={7"/a}n
By the syntax-directedness of the type synthesis rules (4.3.2.3),
I'Feeo

o = N{™'/a}v; | (Ya<e;. ¥;) € allbasisp(o1) and T' F 7/ < ¢;].
By the equivalence of ordinary and syntax-directed subtyping (4.2.8.12),
o = N7 /a}v; | (Va<e;. ;) € allbasisp (o) and T F 7' < ¢;].
By the induction hypothesis,
I |—A g1 S VaSrl. 7.
Since allbasisr(o1) is a finite basis for the polymorphic types above oy (4.3.1.4),
I |—A /\(allbasiSF(ol)) < \V/aﬁﬁ. 7.
By the type application lemma (4.3.1.6),
I AT /o) | (Va<é;. ¥;) e allbasisp(oq) and T+ 7/ < ¢;] < {7'/a}m.
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Case FOR: ¢ = for o in 0y..0,. € ' {o;/a}e e T=T;
By the syntax-directedness of the type synthesis rules (4.3.2.3),
forall j, T F{o;/a}e € ¢;
o = \[¢1..0n].
By the induction hypothesis,
I'F ¢ <y
By SUB-INTER-LB and SUB-TRANS,
¥ Alér.-¢a] < i
Case INTER-I: foralli, 'F ecr; T = A7)
By the induction hypothesis,
foralli, T ¥ o < 7.
By SUB-INTER-G,
' o< A7)
CaseSUB: 'Feem TR <™ T="7
By the induction hypothesis,
Irfo<mn.
By SUB-TRANS,
't o<m. O

4.3.3 Conservativity

F, was described as essentially the union of the two simpler calculi A and F<. We can gauge
the accuracy of this characterization by checking whether the features of the component calculi
operate “orthogonally,” so that each component system can be thought of as a restriction of FA—
i.e., by asking whether F, is a conservative extension of A, and of Fx.

4.3.3.1. Definition: Let C' and £ be two calculi and /(—) € C' — F an injective mapping from C'
statements to I statements. /2(—) is said to be an embedding of C' into E if, for every C statement ./,
J is derivable in C' iff E(.J) is derivable in F.

Typically, £(—) is just an identity injection. For instance, this is the case for the embedding of
A/\ into F/\.
4.3.3.2. Definition: If the identity injection is an embedding of C' into F, then F is said to be a
conservative extension of C'.

4.3.3.3. Theorem: Let o and 7 be A, types, I' an A, context, and e an A, expression. Assume that
the primitive subtype relation of A, is encoded as a context I'» (c.f. 3.4.2.2). Then:

1. In, TP o <7iff T ¥ o < 7.
2. I, TPecriff TP eer.

Proof:
1. (<) Lemma 3.4.2.4.
(=) If T, I ¥ 0 < 7, then by the completeness of the subtyping algorithm, I, I' FFo < 7.
By the syntax-directedness of the subtyping algorithm and the fact that o, 7, and I' contain
no quantified types, this derivation will not contain any instances of ASUBL-ALL, the rule
that deals with quantified types. It may be therefore be rewritten as a derivation from the
Aa rules by a translation similar to the one in the proof of Theorem 4.2.8.8, dropping the
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bindings I'» and translating instances of ASUBL-REFL as instances of SUB-REFL and instances
of ASUBL-TVAR as derivations of the following form:

< -~
Vv € P with g<p~. # (SUB-PRIM) . )
I'E" g <y (induction hypothesis)
(SUB-INTER-G) A A
P B <Ay el |B<p] P Alve P|f<pr] < X=a
(SUB-TRANS) A
I'F" B < X=a.

2. (<) Lemma 3.4.2.5.
(=) If I, I'x I € € 7, then by the completeness of the subtyping algorithm, I', I'» F-¢ € 7.
By the syntax-directedness of the subtyping algorithm and the fact that e, 7, and I' contain
no type abstractions, type applications, or quantified types, this derivation will not contain
any instances of A-ALL-I or A-ALL-E. It may be therefore be rewritten straightforwardly as a
derivation from the A, rules, using the previous case to handle the translation of subtyping
derivations. O

The mapping from the other subsystem, Fc, into F, must take the type Top into T, and it is
here that it fails to be an embedding (as we might expect from the discussion in Section 3.4):

4.3.3.4. Example: The subtyping statement
t Top < Va<Top. Top
is derivable in F, (reading Top as T), but not in Fk.

4.3.3.5. Conjecture: Since Top must be mapped to a maximal type by any embedding function
from F< to Fy and T is the only such type (up to equivalence), there is probably 70 embedding of
F< into Fi.

4.3.3.6. Conjecture: By replacing Top with T in F< and adding appropriate distributivity laws to
the subtyping relation and a T-introduction rule to the typing relation, we can construct a system
that can be embedded into F, (indeed, such that F, extends it conservatively), but this system is
only a technical curiosity: it has most of the problematic features of F, (the distributivity laws in
particular) but is much less expressive.



Chapter 5

Semantics

This chapter surveys a collection of preliminary results concerning the semantics of Fa.

Section 5.1 gives a simple untyped semantics for F, based on Bruce and Longo’s partial
equivalence relation model for Fc [12].

Section 5.2 discusses a negative technical result — the nonexistence of syntactic least upper
bounds — with some serious implications for the difficulty of constructing a typed model for F,
in which the subtype relation is interpreted by semantic coercion functions.

The remainder of the chapter presents two different partial accounts of the typed semantics
of F5. Section 5.3 defines a semantics for Fx by translating F, typing derivations into the pure
second-order A-calculus with surjective pairing, system F} . This style of presentation avoids some
of the subtleties involved in giving a direct denotational semantics for F,, since F itself has many
well-studied models, but it still yields a useful soundness theorem relating the semantics to the Fx
type system: valid F, typing derivations are translated to well-typed (and hence well-behaved)
F, terms. We then (Section 5.5) define an equational theory of provable equivalences between
terms of pure F,. The equational theory is shown to be sound for both the untyped semantics and
the translation semantics (the latter in the sense that provably equal F, terms are translated into
equal terms in the target calculus, assuming that the translation is coherent).

5.1 Untyped Semantics

One of the simplest styles of semantics for typed A-calculi is based on partial equivalence relations
(PERs). A model in this style is essentially untyped (c.f. Section 2.4.1): terms are interpreted
by erasing all type information and interpreting the resulting pure A-term as an element of the
model. A type, in this setting, is just a subset of the model along with an appropriate notion of
equivalence of elements. Coercions between types are interpreted by inclusion of PERs.

The PER model given here for F, is based on Bruce and Longo’s model for F< [12]. However,
the full generality of Bruce and Longo’s construction, involving the category of w-sets, is not
required here.

The usual interpretation of a quantified type Va. 7 in a second-order PER model is the PER-
indexed intersection of all possible instances of 7. Bruce and Longo showed how to extend this
definition to interpret a bounded quantifier Ya<o. 7 as the intersection of all the instances of
T where a is interpreted as a sub-PER of the interpretation of . This intuition also serves for
intersection types: A[71..7,,] is interpreted as the intersection of the PERs interpreting each of
the 7, i ’s.

77



5.1. UNTYPED SEMANTICS 78

We need to make one significant departure here from PER models of Fx: instead of allowing
the elements of our PERs to be drawn from the carrier of an arbitrary partial combinatory algebra
D, we require that D be a total combinatory algebra. This restriction is needed to validate nullary
instances of the distributive law SUB-DIST-IA, which have the form I' F T < 6—T. To see why, let
o = T. The empty intersection T is interpreted by the everywhere-defined PER, i.e., [ T] relates
every m to itself. To validate the distributivity law, it must therefore be the case that [T—T]|
relates every element to itself. But this will only be true if the application of any element to any
other element is defined. This observation is due to QingMing Ma [personal communication,
1991].

The notation and fundamental definitions used in this section are based on papers of Bruce
and Longo [12], Freyd, Mulry, Rosolini, and Scott [61], and others. A good basic reference for PER
models of second-order A-calculi is [95]; also see [13] for more general discussion of second-order
models and [5, 77] for general discussion of combinatory models.

5.1.1 Total Combinatory Algebras

5.1.1.1. Definition: A total combinatory algebra is a tuple D = (D, «, k, s) comprising
e aset D of elements,
e an application function » with type D—(D—D),
o distinguished elements &, s € D,
such that, for all d1, dy, d3 € D,
kxdi~dy=dy
stdy~dy~d3 = (dy~d3)~(dy+d3).

5.1.1.2. Remark: Throughout this section, we work with a fixed, but unspecified, total combinatory
algebra D. (For example, Scott’s D, or P, [128] model [128].)
5.1.1.3. Definition: The set of pure A-terms is defined by the following abstract grammar:

M = o | Ae.M | M M

5.1.1.4. Definition: The set of combinator terms is defined by the following abstract grammar:
C::=$|0162|K7|S

5.1.1.5. Definition: The bracket abstraction of a combinator term C' with respect to a variable z,
written A\*z. C, is defined as follows:

. C = KC when z ¢ FV(C)
Na. x = SKK
Arz. Cl 02 = 9 (/\*.r. Cl) (/\*w. Cg) when z € FV(Cl CZ)

5.1.1.6. Definition: The combinator translation of a pure A-term M, written |M|, is defined as
follows:

|z =z
[Ae. M| = Xz |M]|
|]Wl ]WQ| = |IVI1| |ZWQ|

5.1.1.7. Definition: An environment 7 is a finite function from type variables to PERs (defined be-
low) and term variables to elements of D. When = ¢ dom(7), we write [z —d] for the environment
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that maps z to d and agrees with 7 everywhere else; n[a«— A] is defined similarly. We write 7\ z for
the environment like n except that 7(z) is undefined; n\a similarly. We say that 7’ extends n when
dom(n) C dom(n') and n and 7" agree on dom(n).

5.1.1.8. Definition: Let C' be a combinatory term and » an environment such that FV(C') C dom(n).
Then the interpretation of C' under 7, written [C']],,, is defined as follows:

[[-r]]n = 77(95)
[[Cl CZ]]n = [[Clﬂn " [[CZHn
[[Br]]n = k
[[S]]n = S
5.1.1.9. Lemma: If 7 extends n and FV(C') C dom(n), then [C],, = [C],.
Proof: Straightforward induction on C. g

5.1.1.10. Lemma: [A*z. C, - m = [C]l[z—m-
Proof: By induction on the form of C'.
Case: z ¢ FV(C)

[\z. Cll,=m = [KCJ,-m
E-ICT,;m

(1,
[Cl,z—m) by Lemmab5.1.1.9.

Case: (' =2
[\z. Cll,=m = [SKK],-m
stkek=m
m
(nz—m])(z)
= [Clyem-
Case: (' = Cl Cz S FV(Cl Cz)
[Naz. Clly,*m = [S(Nz. Cr)(XNa. C)ll, =m
= s+ [A2z. Ci],, - [Nz. Cofl,; = m
= ([Nz. Cill, * m) = ([Nz. Coll,, = m)
= ([C1],jzem)) = ([C2D,[z—m)) by the induction hypothesis

5.1.2 Partial Equivalence Relations

5.1.2.1. Definition: A partial equivalence relation (PER) on D is a symmetric and transitive relation
Aon D. We write m {A} n when A relates m and n. The domain of A, written dom(A), is the set
{n | n {A} n}. Note that m {A} nimplies m € dom(A).

5.1.2.2. Definition: Let A and B be relations. Then A— B is the relation defined by
m{A—B}n iff forallp,qe D, p{A}qimplies m+p {B} ny.

5.1.2.3. Lemma: A— B is a PER when A and B are PERs.

Proof: (Symmetry) Let m {A—B} n. Then
forallpand ¢, p{A} qimplies m=p {B} n-q,
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which by the symmetry of A and B implies that
forallpand ¢, ¢{A} pimplies n-q {B} m-p,

thatis, n {A—B} m.

(Transitivity) Let m {A—B} nand n {A—B} o. Then
forall p, ¢, and 7, (p{A}qimplies m+p {B} n+q) and (¢ {A} r implies n-q {B} o-r)
forall p,¢,and r, (p{A}qandq{A}r)implies (m=p{B} n-q and n-q{B} o-r)
forall p,¢,and r, (p{A}qandq{A}r)implies m-p{B} or
forall pand r, (p{A} pand p {A} r) implies mp {B} or
for all p and r, p{A} r implies m=p {B} or,
thatis, m {A—B} o. O
5.1.2.4. Definition: A is a subrelation of B, written A C B, iff m {A} n implies m {B} n for all
m,n e D.

5.1.2.5. Definition: Let { A;};c7 be a set of relations indexed by a set I. Then;c; A; is the relation
defined by

m{(N;er Ai} n iff foreveryi, m {A4;}n.

TRV

5.1.2.6. Lemma: ();c; A; is a PER when all the A;’s are PERs.
Proof: Straightforward. O

5.1.3 PER Interpretation of F,

5.1.3.1. Definition: The erasure of an F, term e, written erase(e), is the pure A-term defined as
follows:
erase(x) = z
erase(Az:T. €) Az. erase(e)
(
(

erase(eq €2) erase(eq) erase(ep)

erase(Ya<r. €) = erase(e)
erase(e [7]) = erase(e)
erase(for a in oy..0,,. €) = erase(e)

5.1.3.2. Definition: Let 7 be an environment and e an expression such that FV(e) C dom(n). Then
the interpretation of e under 7, written [[e]l,, is [|erase(e)|],.

5.1.3.3. Remark: Since this style of semantics interprets the erasures of terms rather than inter-
preting typing derivations, it is coherent in a trivial sense.

5.1.3.4. Lemma: [[Az:7. €], = [A*z. |erase(e)|]],.
Proof: Straightforward. O

5.1.3.5. Definition: Let 7 be an environment and 7 a type expression such that FTV(r) C dom(n).
The interpretation of 7 under 7, written [7]],;, is the PER defined as follows:

[, = (@)
[r1—71, = [nl, — [=l,
[Vo<m. ll, = Nac 11, [720l;j«—4) where AisaPER

(Alm-m]1, = ﬂ1§z’§n[[7'i]]n

5.1.3.6. Definition: An environment 7 satisfies a context I', written » |= T, if dom(n) = dom(1') and
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1. ' ={},or
2. I'=T4,  : 7, where n\z satisfies I'1 and 5(z) € dom([7],.), or
3. I' = I'y, a<r, where 7\ a satisfies I'1 and n(a) C [7]]\a-

5.1.3.7. Lemma: If 7}’ extends  and FV(7) C dom(n), then [[7]l,, = [],.
Proof: Straightforward. O

5.1.3.8. Lemma: (Soundness of subtyping) If I' - ¢ < 7 and 7 |= I, then [[¢]],, C [[7]],.
Proof: By induction on the structure of a derivationof I' - o < 7.
Case SUB-REFL: 0 =T
Immediate.
Case SUB-TRANS: T'Fo <4 I'te<r
By the induction hypothesis.
Case SUB-TVAR: o = « T =1'(a)
Immediate from 5.1.3.6.
Case SUB-ARROW: ¢ = 01— 0> T=7T— 7 'tr <o I'Fory<nm
m {[[o1—0o2ll,} n
m {[o1ll,—[o2ll;} n

Vp,q. p{llo1ll;} ¢ implies m=p {[[o21l,} n=q
Vp,q. p{lnl,} ¢ implies m-p {[m2],} n¢ by the induction hypothesis

m {[r1—7l,} n.

Case SUB-ALL: ¢ = VYa<o1. 03 T =VYair. m I'tr <o IasmkFoy<nm
m {[Va<oy. o]l } n

mANACo,1, [o2]lfacay} 2

VAQ [[Ulﬂn' m {[[0-2]]77[04&/1]} n
VAC[ml,- mA{lnl,a—4}n by theinduction hypothesis

m {[Va<r. n],} n.
Case SUB-INTER-G: T = A[7]..7,] foralle, 'Fo <

By the induction hypothesis, [[o]l, C [7:]l, for each z; so [o]l; € M1<i<,, [7:0ly = DA[T1--72]T-
Case SUB-INTER-LB: o = A\[71..7,,] T=T;

stV

st e

Immediate from the definition of A.
Case SUB-DIST-IA: ¢ = A[o'—11 .. 0'—7,] T =o' —=N\[m1..7]

m{[A[o'—11 ..0'=7,]],} m'

m {ﬂlgi <n [o'—7ill,} m’

Vi. mAllo'll,—I1,} m'

Vi. Vp,q. p{lco’l,} ¢ implies m=p {[7]l,} m'+q
Vp,q. p{llo’ll,} ¢ implies (Vi. m=p {[7:]l,} m'+q)
Vp,q. p{llo’ll,} ¢ implies m=p {[A[71..7.]],,} m'+¢
m {[[o'=Alr1..7]1,} m'.

st
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Case SUB-DIST-IQ: ¢ = A[Va<o'. 1 .. Va<o'. 7,] T =Va<o'. \[11..7]
[AVago'. 7 .. Va<a'. 7],
Mi<i<n Nacpo, 7
ﬂAg[o']],7 ﬂlgign D
= [Va<o. Alm1..7]1,- O
5.1.3.9. Lemma:
. [ex e2ll; = Meally = Le2lly-
erase({o/a}e) = erase(e).
e o1,y = {o/a}rlly,.
4. [Clyeegeon, = {C /23 CT,.
. {|erase(v)|/x}|erase( f)| = |erase({v/z}f)|.
Proof: Straightforward. O
5.1.3.10. Lemma: If

mET

mET

Va e dom(I'). m(a) = mp(a) =
Va € dom(T'). m(z) {[IT(z)],} m(z)
I'keer,

then
Mell,, {071,} Melly,.

(Here 7 is just a convenient name for the portions of 7; and 7, dealing with type variables, which
must be identical.)

W N e

Q1

Proof: By induction on a derivationof I' F e € 7.
Case VAR: e= 1z T =I(2)
Immediate.
Case ARROW-I: e = Az:7q. € Iambeen T=T7T1—"

Choose m and n such that m {[71]l,} n. Then m {[7]l,} m and n {[71]l,} n, so m[z—m] E
I', z:7y and mp[e<—n] E I', 2:71. The induction hypothesis gives

[[elﬂnl[z‘bm] {[[TZHU} [[6/]]772[1‘<—n]'

But
lelly, -m = [A*a. |erase(e’)[]l,, = m by definition
= [llerase(e’)|1,z—m] by Lemma 5.1.1.10
= [[6/]]771[134—77@] by defll’lltlol’l7

and similarly [e]l,, = n = [[€']l;,,[zn]- SO

[elly, = m {20l } Lelly, - n.

Since this holds for all m and » such that m {[71]l,} n, the definition of — gives

[ell,, {[[71]]77%[[7'2]]77} lelly,,

ie.,

[elly, {Ir1—72ll,} Lelly,-
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Case ARROW-E: e =eqep I'teiem—n I'teemn T=En
By the induction hypothesis,
Le1lly, {lr1i—71,} Leall,,
ie.
leilly, {00, — 0705} Leally,,
and

[[62]]771 {[[7_1]]77} [[62]]772'
So, by the definition of —,

Le1lly, - Me2lls, {201, } De1lly, - Meally,s
i.e. (by Lemma 5.1.3.9(1)),
[e1 e2ll, {721} [e1 e2lln, -
Case ALL-I: e = Aa<T. € I'asm ke en T=Vasr. m
Choose an arbitrary PER A C [[71]],,. By the induction hypothesis,
[[e,]]nl[ou—A] {[[TZHn[ou—A]} [[elllnz[ozHA]-
By Lemma 5.1.1.9,
[[6/]]771 {[[TZIIT][O(HA]} [[6/]]772.
Since this holds for every A C [1]l,,, the definition of " yields,
[[6,11771 {nAg[[q—l]]n [[TZHn[ou—A]} [[6/117727
ie.,
[[6/]]771 {[Va<mn. TZ]]n} [[6/]]7727
i.e. (by the definition of erase),
[ell,;,, {IVa<m. w1} Mell,,-
Case ALL-E: e = €' [0] I'ke eVasr. n 'ro<mn T=ET
By the induction hypothesis,
[[6/]]771 {[Va<mn. TZ]]n} [[6/]]7727
ie.,
[[6/]]771 {nAg[[q—l]]n [[7—2]]77[(14—,4]} [[6/]]772'
Since, by Lemma 5.1.3.8, [[o]l, € [,
[[6/]]771 {[[TZIIT][QH[IO']]W]} [[6/]]7727
i.e. (by the definition of erase),
[[611771 {[[TZ]]T)[OZH[IO']]U]} [[6117727
i.e. (by Lemma 5.1.3.9(3)
lell, {[{c/a}nll,} Mell,.

Case FOR: ¢ = for a in 0y..0,. .€ I'F{o;/a}e er; T

i
By the induction hypothesis,
[[{Ui/a}elﬂnl {[[TZ]]n} [[{Ui/a}elﬂnz-
By Lemma 5.1.3.9(2),
e’ T, {07l } M’y
By the definition of erase,

[[611771 {[[Tz]]n} [[611772'

83
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Case INTER-I: I' e e 7; foreach: T = A7)
By the induction hypothesis,

[[611771 {[[Tz]]n} [[611772

for each 7; hence,

[[611771 {ﬂlgzgn [[Ti]]’n} [[6117727

ie.,

Melln {TALT1-7]15} Delln,-

CaseSUB: I'teco I'to<r
By the induction hypothesis,

[elly, {lolly,} Telly,,
hence (by Lemma 5.1.3.8)
Mell;, {071} Tell,- O
5.1.3.11. Corollary: (Soundness of typing) If I' - e € 7 and 5 |= T, then [[e]l,, € dom([[7]],,).
Proof: Take 1 = 1 = 7. O

5.2 Nonexistence of Least Upper Bounds

One important question about the order-theoretic properties of any calculus with subtyping is
the existence or nonexistence of least upper bounds (lubs) for finite sets of types. When they
are present, lubs often greatly simplify the presentations of both semantic and proof-theoretic
arguments; for example, Reynolds” model construction for Forsythe depends on the existence and
special properties of lubs. Unfortunately, like its component system F< (though not for the same
reason), Fx does not have a lub for every finite set of types.

To simplify the discussion, we consider only lubs of pairs of types. The fact that a calculus of
intersection types may be formulated in terms of an n-ary meet constructor, as we have done here,
or, equivalently, in terms of T and binary meets, implies that we may make this simplification
without loss of generality.

5.2.1. Definition: Let 0 and 7 be types, both closed under a context I'. Then a least upper bound of
o and 7 under I' is a supertype of both ¢ and 7 and a subtype of every common supertype of o
and 7 — that is, a type 6 such that:

I'to <8
I'r <86
''ro<¢ and IT'F7 < ¢ imply I'-6 < ¢.

(Note that least upper bounds are unique only up to equivalence.)

In systems with intersection types, it is simplest to define least upper bounds for canonical
types (c.f. Section 4.2.1) and then transfer the definition to ordinary types. Here is Reynolds’
definition of lubs for the canonical formulation of first-order intersection types:

5.2.2. Definition: Assume that we are given a partial function Up that yielding a least upper
bound for every pair of primitive types with any upper bound. That is:

if (p1Up p2)| then  p1 <p (p1 Up p2)

p2 <p (p1 Up p2)

p1 <p p' and po <p p' imply (p1 Up p2) <p p'
if (p1Upp2)] then  thereisnop’suchthat p; <p p’and py <p p'
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5.2.3. Definition: Let £ and ¢ be canonical A, types. Then the distinguished least upper bound of
k and ¢, written k£ U ¢, is defined by the following function (partial on individual canonical types
and total on composite canonical types):

Kul = ArU:ev|rk e Kande € Iand (k U 1) |]
p1 U p2 = p1Up p2

(K—=r)U (=) = (KUI)—(tUk)

(K—k)Up =1

p U (I—=e) = 7.

(Recall from 4.2.1.3 that K U I is shorthand for the intersection of all the elements of K and I.)

5.2.4. Fact: [Reynolds]
1. If & U ¢ is defined, then it is a least upper bound of x and :. If x Ul ¢ is undefined, then x and
¢ have no common upper bounds.
2. K U I is aleast upper bound of K and 1.
The existence of lubs for canonical types is easily shown to be equivalent to the existence of
lubs for ordinary types, using the first-order analog of Theorem 4.2.7.6.
In his Ph.D. thesis [63], Ghelli observed that F< possesses neither least upper bounds nor
greatest lower bounds.
5.2.5. Definition: A pair of types o and 7 is downward compatible if there is some type that is a
subtype of both o and 7.
5.2.6. Fact: [63, p. 92] There exists a pair of downward-compatible F< types ¢ and 7 with no
greatest lower bound.
Proof: Consider the context
I'=a<Top, f<Top, o'<a, §'<S
and the types
o = YVy<a—p. a—p
T = Vv<ad'—=p. o/ —=p.
Then both
Vy<a'—= 6. a—f'
and
Vy<a'—f. 5
are lower bounds for ¢ and 7, but these two types have no common supertype that is also a
subtype of o and 7. O
5.2.7. Fact: [Ghelli] There is a pair of /< types with no least upper bound.
Proof: Consider c—Top and 7— Top. g

Since F,, by definition, possesses greatest lower bounds for every pair of types, we might hope
that lubs would also be recovered in F,. Unfortunately, this is not the case.
For example, consider the individual canonical types

k= YasA[. VBA[ a
v = YasA[. VAL B
T f ‘v’aS/\P. VE<Ala]. a

73 VasA[v]. VBSALY]. v,
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where v is any closed individual canonical type with the property that a<v ¥ v < a. (For example,
take v = Vy<A[]. 7.) Thenit is easy to check that the following subtype relations hold in the empty
context:

X

Note, however, that ¥ u < pp.

Now, assume that x and ¢ have some least upper bound; call it A\. Then by the syntax-
directedness of canonical subtyping (4.2.6.3) and the fact that A is a supertype of x, A must have
the form

A= VCYSLl. VﬁSLQ. /\3.

By syntax-directedness again and the fact that - A < pq (since 1 is a common upper bound of
and ¢),

AL < Iy
ie. L1 = Al

a<All F Ala] < Lo
ie. Ay € Ly implies as\[] F a < A
ie. Ay € L implies Ay =«
ie. Ly = A[] or L, = Ale] (up to equivalence) ,
and if L, = A[a] then
asAll, B<Ala] F X3 < a
ie. A\z=aor A3 =7,
while if L, = A[], then A3 = a.

Using the assumption that - £ < A, we may eliminate the case A3 = 3. Then, using - ¢ < A,
we may eliminate the case L, = A[]. In short, if x and ¢ have any lub then it is equivalent to 1,
which must therefore also be a lub. But 1 is not a subtype of u;, which is a the common upper
bound of s and ¢; so p1 is not a lub of x and ¢. This contradicts our assumption.

To show that composite canonical types lack lubs, we actually need to show something stronger
about individual canonical types: that they do not even possess complete finite sets of upper
bounds.

5.2.8. Definition: Let ¢ and 7 be types, both closed under I'. Then a complete finite set of upper
bounds for ¢ and 7 under I' is a finite set 7' = {#;..6,,} such that:

1. 'Fo<@;andI' 7 < 6, for each 6;;
2. ifpisatypesuchthatl' - 0 < ¢gand I' F 7 < ¢, then there is some 6; such thatI' - 6; < ¢.

5.2.9. Definition: Define the following infinite series of types:

Vas\[]. @
VasA[l. vn.

W

Vp+1

5.2.10. Lemma: If A + v; ~ « for some A and ¢, then: = v;.

Proof: By induction on :.
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Case: 1 =0

Since A F vy < i, syntax-directedness (4.2.6.3) gives ¢+ = Va<lj. 1 and A, a<li F a < 1.

From A F : < 1y, syntax-directedness gives A - A[] < I;, hence I; = A[]. Performing this

substitution, we have A, a<A[] F a < i, hence (by syntax-directedness again) :, = a.

Case: 1 =n+1

By syntax-directedness, A - v, 11 < ¢ gives
t =Vasrl 1. 42
A,alh F v, < .

Using syntax-directedness on A F ¢ < v, 41, we also have
AFAN]<T
ie. 1= A
A asA\[] F v < v,

By the induction hypothesis, 1, = v,,, s0 ¢ = Va<A[]. v,, which is just v,,41. O
5.2.11. Lemma: There exists a pair of individual canonical types in F, with no complete finite set
of upper bounds.

Proof: Assume, for a contradiction, that B = {A1..A,} is a complete finite set of upper bounds
for the types

Ya<A[l. VB<A[. a
Vas<A[l. VB<A[. 8

K

L

and let
wi = Vo< \[ys]. Y8<Avil. v

for every i. Note that each p; is a common supertype of x and ¢. Also, since there are more x’s than
A’s, we can choose some A € B and some p; and p; (with ¢ # j) such thatF A < pg; and - A < p;.
From F x < Aand F ¢ < A, syntax-directedness gives

A= VO&SLl. VﬁSLQ. /\3

ally, B<lr F a < A3

a<ly, B<Lly F B < As.
Since - A < p;, syntax-directedness again yields

F A < 1q

asAvi] B Alw] < Lo

asA[vi], BEAvi] F A v;.

By canonical narrowing (4. .3.6),

asAvi], B<Ly B a < A3

asA\w], B<Ly F B < As,
and again

asA\vi], BEAvi] B oa < As

<
asA\lvil, B<Avi] F B < A

Now by syntax-directedness,

As=a or asA\[y], B<Av] B Avi] <
A=0 or asA\[y], BsAm] B Al < AlAs]
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Since A = a and A = § cannot both be true, we have a<A[y;], 3<A[vi] F Alvi] < AlAs], ie. (by
syntax-directedness),

asAwil, BAlw] B ovi < s,
Combining this with the type inclusion in the opposite direction (which we derived above), we
get

asA[vil, BEAvi] B ovi~ Az
So, by Lemma 5.2.10, A3 = v;.

But starting from - A < p; and reasoning analogously, we can also obtain A3 = v;. Since

v; # v;, thisis a contradiction. Our assumption that B is a complete finite set of upper bounds for
x and ¢ must therefore be false. g

Clearly, if x and ¢ have no complete finite set of upper bounds, then the composite canonical
types A[x] and A[:] have no lub. As in the first-order case, by Theorem 4.2.7.6, F, has lubs iff its
canonical formulation does, so this counterexample for the canonical system amounts to a proof
of the nonexistence of lubs for the original formulation of Fx. (Also, in ordinary F, a complete
finite set of upper bounds can always be conjoined to form a single least upper bound, so the
nonexistence of lubs is equivalent to the nonexistence of complete finite sets of upper bounds for
ordinary types.)

The most immediate implication of the nonexistence of least upper bounds is that standard
techniques developed by Reynolds [123] for constructing and analyzing models of first-order
intersection types will not generalize straightforwardly to Fa.

Reynolds” model construction proceeds as follows. First, the set of canonical type expressions
is defined as the limit of a series formed by beginning with the primitives and, at each stage,
tirst closing under the — constructor and then forming all finite meets of the resulting set. The
semantics of types is defined by induction on the same series of sets of types: the interpretation of
a type 7 at stage n + 1 is defined in terms of the interpretations of the components of 7 at stage n.

The intended interpretation of an intersection oAt is the limit of a diagram containing the
interpretations of o and 7 and all their common supertypes (c.f. Section 2.4.2). But even if o and
7 both exist at level n, there might be many common supertypes that will not appear until some
later stage, so the limit with respect to only those supertypes that exist at level » might be too
large. At each level, then, it appears that we would need to recalculate the interpretations of all
the intersection types from previous levels. It is not obvious that this process would converge.

Fortunately, in A5, every o and 7 possess a least upper bound o Li7, which, furthermore, always
appears at the first stage containing both ¢ and 7. So 0 AT may be interpreted as the limit of a very
tidy diagram

[ocur]

/N

o1 [71
with no fear that this interpretation will ever need to be revised.

The nonexistence of least upper bounds in Fx renders this important simplification useless. It
is not clear whether a model could be constructed by “incrementally revising” the interpretations
of intersections at each level, as described above. This kind of construction, if it worked at all,
would almost certainly be much more complex than the known models of Ax.
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5.3 Translation Semantics

Our translation semantics for F, follows the style of Breazu-Tannen, Coquand, Gunter, and Sce-
drov’s translation semantics for F< [10], appropriately extended to deal with intersection types
(c.f. Section 2.4). Intuitively, we read F, typing derivations as terms of the ordinary second-order
A-calculus extended with surjective tupling (system £ ) by taking explicit account of the coercions
introduced by the subtyping rules:
e Each F, type 7 is translated to an F; type [7]]. In particular, a quantified type Va<o. 7 is
translated as Va. (a—[o]])—[[7], which makes explicit the required coercion function into
o from each appropriate value for a.

e Each subtyping derivation ¢ :: I' - ¢ < 7 is translated as an F} term [[¢]| such that [I']]
[cll € Tol—171.
e Eachtyping derivations :: I' - e € Tis translated as an F} term [[s]]such that [I']] - [s]] € [].

In particular, the translation of a type application supplies both a type and an appropriate
coercion function as arguments.

e Intersection types are translated as Cartesian products (leaving their coherence properties
implicit in the translation). This means, in particular, that a phrase of type T will be
interpreted as an empty tuple, effectively throwing away any ill-typed subphrases.

5.3.1 Target Calculus

This section gives the syntax, typing rules, and equational theory of the polymorphic A-calculus,
system F, extended with surjective tuples, which we call F; (c.f. [49]). Rather than choose a
particular denotational or operational semantics for F}, we state an equational theory constraining
a later choice of semantics; this gives us enough information to study both the properties of the
translation in the following section and the equational theory of F, given later on.

5.3.1.1. Definition: The set of F} types is defined by the following abstract grammar:
T u= a
| T — T2

| Va.r
| 1[7y..7]
5.3.1.2. Definition: The set of F} terms is defined by the following abstract grammar:
e u= T
| AziT.e
| e1e
| Aa.e
| el7]
| (e1..en)
| proj; e
5.3.1.3. Convention: For the the following translations, we assume that the sets of term and type
variables of F} include at least the following: a term variable x for each F, term variable z; a type
variable o and a term variable ¢, for each F, type variable a; and the term variables y, z, f, v, ¢,
and p.
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5.3.1.4. Definition: An F} context is a finite sequence of distinct type variables (with no bounds)
and term variables with associated types:

r == {} | I'ya | T,ar

5.3.1.5. Definition: The three-place typing relation I' - e € 7 of F} is the least relation closed
under the following rules:
I'- 2z e I'(2) (F-VAR)

e Feemn

F-ARROW-I
I'F Aeim. e € i—m ( oD
I'Fepen—mn Threen (F-ARROW-E)
T F €1 €2 € T
MNakeer (F-ALL-I
I'' H Aa. e € Va. 7 ) g
I'teeVar (F-ALL-E)
I'F elo] € {o/a}r
forall:, I' F ¢; € 7 (F-PROD)
I' b (eg..en) € l[r..7,]
I+ 7.7
e € l[r..7] (F-PROJ)

I' = proj, e e 7

5.3.1.6. Convention: When necessary to prevent confusion with other calculi, turnstiles in F}
derivations are written .

5.3.1.7. Definition: The equality relation on £} terms is the least four-place relation closed under
the following rules:

Conversion rules:
I' - (Azio. fver

I' - (Aaio. o = {v/a}f er
I' - (Aa. f)o] e T

I'F (Ao f)[9] = {¢/a}f €T

I'F Ao, foer z ¢ FV(f)

(FEQ-BETA)

(FEQ-BETA2)

I' - dzwo. fao=fer (FEQ-ETA)
I' - Aa. fla] e T a ¢ FTV(f)

F l_ Aa. f [a] = f T (FEQ'ETAZ)

I' b proj; (e1..en) € T
I' = proj; (e1..x) = € € 7 (FEQ-PI)

I'Fee (m..m)
' ' FEQ-SUR
I F e = ((proj, €) .. (proj, €)) € I[r1..7;] (FEQ-SURY)
Congruence rules:
I'Feer

(FEQ-REFL)

I'Fe=¢eer
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T'Fe=¢ €7

IT'Fe —eer (FEQ-Symm)
I~ = I F =
e 2ot (FEQ-TRANS)
I'Fe =e3er
F, 0 F e = e/ cT (FE As
I'F Axio.e = Azwo. el €1 Q- )
F|_€1:€/1€U—>T Fl—egzeéeg
FEQ-APP
I'Fejep=¢€le)er (FEQ )
Labe=ccer (FEQ-TABS
' Aa.e = Aa. e e T Q- )
I'tFe=¢eVa r
(FEQ-TAPP)

I'Feld] =€[g] € {¢/a}T
foralle, ' F e, = € em;
I' F (e1..en) = (€]..€]) € I[r..7,]

I'' e =¢€ ellfr.m]
T proj, e = proj, ¢ € 7

(FEQ-TUPLE)

(FEQ-PRrOYJ)

5.3.2 Ordinary Derivations

It is technically convenient to give translations for both ordinary subtyping and typing derivations
and the algorithmic forms discussed in Sections 4.2.8 and 4.3.2. We begin by translating ordinary
derivations.

5.3.2.1. Definition:

[all = a

[r1—72] = [nl—=lrl

[Vas<r. ]l = Va. (a=[n])—I~]

A1 = HI~]0 .. I71]
5.3.2.2. Lemma: {[[c]l/a}[7] = [{c/a}7].
Proof: Straightforward. O
5.3.2.3. Definition: The following abbreviations for F; terms are used in the translation:

i) £ Avr. fo (fiv)

whereI' ¥ fi € m—mandT ¥ f, € mn—n3
diStA[o—r .. o] o Ap:Alo—71 .. o—7,]].
Avil[o]l. ((proj, p) v .. (proj, p) v)
diSt/\[vaﬁg. o VaSe. ] © Ap:[A[Vago. 1 .. Va<o. 7,]].

Aa. Acg:a—[[o]l. ((proj, p) [@] cq .. (proj, p) [@] ca)-

5.3.2.4. Definition:

({1 = {}
[T, z:7] [TQ, =:[~1
[T, a7l = T, @, ca:a—]7]l
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5.3.2.5. Definition:

[id:T+F7r<7]
= Ao:[7]. v
[e;d=TF7m <73]
= [l <]l
[Vo:Tka<I(a)]
= CQ

[[C—>d sIT'E g1—02 S T1—>T2]]
= AfL:lm—rl. [cd; f; 141
[Va<e. d:: T'FVa<or. o < Va<r. 2]l
= Af:Va<oq. or]. Aa. Aeg:a—[[m1].
[dll - (f = [e] = (ca; [cIl))
[{c1..cn) =T F o < Alm..7]l
= Azfle]l. (el =2 .. [en] - 2)
[proj. = ' = Alr..m.] < 7l
= proj;
[dist-ia : T+ Njo—m..0—7,] < o — Alr1..7]]
= diSt/\[cr—m’l .. O—Ty]
[dist-ig :: I' F A[Va<o. m.Ya<o. 17,] < Va<o. A[m1..7.]1

= dist/\[VaSg, Tl..VOéSO’. Tn]

53.2.6. Lemma: If ' ¥ o < 7, then [T ¥ [T + o < 7] € [e]—1~].

Proof: By induction on the structure of the given derivation.

5.3.2.7. Definition:
[Veu:Ttkzel(2)]
= T
[Az:m. s 2T F Az, e € 1i—m]l
= Az:[]. sl
[[81 S 'k (61 62) S 7_2]]
= [s1]-[s21
[Aa<r. s = I'F Aa<r. e e Yasr. 7]l
=  Aa. Aegra—=[n]. [s]
[s[c] = I'Felr] e {r/a}mr]
= s (070 - e
[for a in oy..0,. s; = I' - for ain o1..0,,. € € 1]l
= [s1
[(s1..5n) = I'Fee Alr..m]l
= <[[51]] . [[Sn]]>
[sTc:Tkeer]
= el - [s]

5.3.2.8. Theorem: If ' P e e 7, then [ ¥ [I' Feer] e [7].

92

(T-SUB-REFL)
(T-SUB-TRANS)
(T-SUB-TVAR)
(T-SUB-ARROW)

(T-SUB-ALL)

(T-SUB-INTER-G)
(T-SUB-INTER-LB)
(T-SuB-DIST-1A)

(T-SuB-DIsT-1Q)

O

(T-VAR)
(T-ARROW-I)
(T-ARROW-E)
(T-ALL-])
(T-ALL-E)
(T-FOR)
(T-INTER-T)

(T-SuB)

Proof: By induction on the structure of the given derivation, using Lemma 5.3.2.6 for the cases

involving subtyping derivations.

O
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5.3.2.9. Remark: This amounts to a kind of type-soundness property for the pure calculus:
well-formed F, typing derivations translate to well-typed — hence well-behaved — F terms.

5.3.3 Algorithmic Derivations

We can give an analogous translation for the forms of derivations used by the subtyping algorithm
of Section 4.2.8 and the type synthesis algorithm of Section 4.3.2. This is essentially just the
composition of the translation functions (—)” of Definitions 4.2.8.7 and 4.3.2.5 with the translation
given in the previous section, but it is worth writing out in its own right because it suggests a
possible architecture for the back end of a compiler for Fx.

5.3.3.1. Definition:
ISty A ([ 7. []= 7] Lo [Al=7 - ]2l v

BistE Ao (X))o (X)) = BISEA[r— (X mmy)om (X m)] 5 ISEE A [X 25y X 2]
diStl*“,/\[vQSU.X:m..\mSa.X:wn] = dist \ \ya<o. X=m.Va<o. X=7] F dISED o<o) A[X =71 X ]

5.3.3.2. Definition: We also need to introduce a tuple comprehension notation analogous to the
finite sequence comprehensions used earlier (c.f. 2.1.1). For example, the expression ((e;, €;) | €; €

[f1.. f»]) stands for the tuple of tuples ({f1, f1) .. (fn, fu))-

5.3.3.3. Theorem: The composition of the translation (—)”" and the translation [—] from or-
dinary F, subtyping and typing derivations into £} terms can be characterized by the following

equations:

[T Fo< X=2A[n..7m]1 (T-ASUBR-INTER)
= distt xo pprr ([T Fo < X=n] L [ Fo < X=7,])

[T FAlo1..0,] < X=a] (T-ASUBL-INTER)
= proj;; [T Fo; < X=a]

[r |!—01—>02 < [T17X2]2>04]] (T—ASUBL-ARROW)
= AM:loil=lo2l. [T Fr < []=o1]l; /5 [T Fox < Xo=all

[[F |!—Vﬂ§01. oy < [ﬁSTl,XQ]ia]] (T—ASUBL-ALL)
= Af:(Va. (a=[o])—=lo2d). Aa. Aeg:(a—Tm]D).

[T, B<m ko < Xo=al = (f+[a]* (co ; [T F71 < )=o)

[T Fa < []=a] (T-ASUBL-REFL)
= Avia. v

[T F3 < X=al (T-ASUBL-TVAR)
=  ¢; [T FI(B) < X=a]

[T Fze ()] (TA-VAR)
= =z

[T FAz:my. e € m—m] (TA-ARROW-I)
= Az:[m]l. [T, z:m F e € 7]l

[r |!—€1 ey € /\[1/)2 | G;—; € ElT’T’OZUbElSiSF(Ul) and T |!—02 < Cbz]]] (TA-ARROW—E)

=  ((IT *Foy < ¢i—=ll - [T Feg € aq]l)
([T For < &1+ [T Fez € 02]))
| ¢;—b; € arrowbasisr(o1) and T Foy < ¢; )
[T FAa<7. e € Ya<r. »] (TA-ALL-])
= Aa. Aeg(a=[[n]D). [T, asm Feen]
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[T Fe[r] e Al{r/a}; | (Ya<e;. ;) € allbasisp(o1) and T F7 < ;]]] (TA-ALL-E)

=  ((ITFoy <Vasgg. ¢l - [T Fereotl) - [[71] - [T Fr < ¢l
| Va<g;. 1; € allbasisp(o1) and T Fr < ¢; )

[r Il—for ainoy..0,. e € N[m1..7,]1 (TA-FOR)
= ([T F{o1/a}een] .. [T F{o./a}e e ]
Proof: By induction on algorithmic derivations. O

5.4 Coherence (Preliminary Results)

This section states an appropriate coherence property (c.f. Section 2.4) for the translation functions
on ordinary subtyping and typing derivations. Unfortunately, because F, does not have least
upper bounds, a proof of this property lies beyond the scope of this thesis. Section 8.2.2 reviews
the difficulties with extending standard methods of proving coherence and suggests some possible
approaches.

5.4.1. Conjecture: [Coherence of subtyping] If ¢ : T I 0 < randd =: T I* o < 7, then
[T] F [l = [d] € [ol—07]

5.4.2. Conjecture: [Coherence of typing] If s : T F e e rand t = T ¥ e e 7, then [T] ¥ [[s] = [[t]l €
[~ 1.

5.4.3. Remark: For the remainder of the chapter, we assume that the translation semantics is
coherent.

54.4. Lemma: If c 2 I' ¥ ¢ < 7, then [I'] ¥ [c]l = [c'] € [ell—=[7], where ¢' :: I' ¥ o < 7 is the
algorithmic derivation whose existence is guaranteed by Theorem 4.2.8.12.

Proof: By Theorem 5.3.3.3 and the coherence of subtyping (5.4.1). O
5.4.5. Lemma: If s : I' ¥ e e 7, then [I'] ¥ [s]] = [le]l - [s'] € [7]l, where s' = T' e € 7 and
¢ =T Fo < 7 are the algorithmic derivations of I' F e € 0 and I' F ¢ < 7 whose existence is
guaranteed by Theorem 4.3.2.7 and Lemma 5.4.4.

Proof: By Theorem 5.3.3.3 and Lemma 5.4.4. ]

5.5 Equational Theory

As an alternative perspective on the meaning of Fx programs, we offer a theory of provable
equality for F, terms. Like the equational theory of F« studied by Cardelli, Martini, Mitchell, and
Scedrov [30], this equational theory is based on a notion of “equality at a type”: I' - e = €’ € 7.
It includes typed analogues of the familiar 3 and 7 conversion rules for both values and types,
plus the usual collection of rules to ensure that the equality relation forms a congruence. The two
novel elements are:
o A rule of intersection equality, EQ-INTER, which states that whenever e and ¢’ are known to be
equal at all of the types 71..7,, separately, they may be judged equal at A[7;..7,,]. In particular,
every pair of terms is equal at type T (c.f. Curien and Ghelli’s Top-equality rule [50]).

o A collection of rules for reorganizing for expressions. The main goal of these rules is to
ensure that the for marker can never block a 3- or n-conversion step. For example, the
“potential 3-redex”

(for ain 0y..0,. Azio. f) v
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is equal to the expression
for ain oy..0,. (Az:0. f)v

with an actual 3-redex.
We begin by presenting the equality rules, establishing some basic properties, and checking that
equality is well-defined with respect to the typing relation, in the sense thatI' - e = ¢’ € 7 implies
I' meerand I + ¢ € 7. We then establish a connection between the equational theory and
both the untyped semantics of Section 5.1 and the translation semantics given in Section 5.3 by
showing that the equational theory correctly (though incompletely) describes the behavior of the
interpretations of terms. (A more informative equational description of F5’s semantics might try
to characterize exactly the valid equivalences between F, derivations induced by the translation
semantics.)

The theory described in this section owes a great deal to conversations with QingMing Ma,

who has studied a related equational theory for an extension of Fx [89].

5.5.1 Definitions

5.5.1.1. Definition: The pure equational theory of Fy is the least four-place relation I' - e = ¢’ € 7
closed under the following rules:

Conversion rules:
' (Azio. fver

I' - (Azio. flv = {v/a}f e (EQ-BETA)
I' - (Aa<o. f)[¢] e T
I' F (Aazo. f)[¢] = {o/a}f e T (EQ-BETA2)
I'F Azwo. fzeT I'Ffer
I'FAXzwo. fz = ferT (EQ-ETA)
FAaso fla]er Tk fer
I'+Aa<o. fla] = fer (EQ-ETA2)
Intersection rule:
foralli, ' F e = ¢ ¢ 7
(EQ-INTER)

I'-e=¢€ e Alm..7]

Reorganization rules:
I'' - forainoy..op. z €7

EQ-FOR/VAR
I'' - forainoy..op. ¢ =z €7 (EQ-For/ )

I' - forainoy..on. Azio. e € T a ¢ FTV (o)

I' - for ain o1..0,. Ax:0. € = Azio. forain 01..0,. € € T

(EQ-FOR/ ABS)

I' - forainoy.o,. e1ep € 7T

- : - EQ-FOr/Aprr
I' & forainoy..o,. e1 e = (for ainoy..0,. €1) (for a in oy1..0,,. €2) € T (FQ / )

I' - forainoy.o,. AB<o. e €7 a ¢ FTV(o)
I' - forainoy.o,. AB<o. e = AB<o. forainoj..o,. e € T

I' - forainoy..on. elo] € T a ¢ FTV(o)
I' F forainoy..on. elo] = (forainoy..op. €)[o] € T

(EQ-FOR/TABS)

(EQ-FORrR/TAPP)
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I' - forainoy..op. for Binr.7,. € € T a ¢ U;FTV(7)
I' - for ain oy..0,. for 3 in m..7,. € = for B in 1.7, for a'in 01..0,. € € T

(EQ-FOR/FOR)

Congruence rules:

I'Feer
I'Fe=ee€er (EQ-RerL)
I'Fe=¢ €7
I'Fe =¢c 7 (EQ-SYMM)
Ik = € Ik = €
el €er €T _ €er = €3 €T (EQ-TRANS)
I'Fe =e3er
Izobe=¢er (EQ-ABS)
I'F Azio.e = Anwo. e € o—71 Q
I'Fe =¢€) € o—7 I'Fe =¢eo
EQ-APP
I'Fejep=¢€le)er (FQ )
INNa<e e =€ e (EQ-TABS
I' b Aago. e = Aa<o. e/ € Ya<o. T < )
I' e =¢€eVaso. 7 I'¢ <o (EQ-TAPP
IFcld] = @ (0] € {d/alr IATD)
'+ {o;/a}e = {o;/a}e’ € 7; (EQ-FOR)

I' - forainoy..on. e = forainoy..o,. € € 7

5.5.1.2. Remark: In general, the conversion, intersection, and reorganization rules are formulated
so that it is obvious that the left-hand side of each equality has the appropriate type, while the type
of the right-hand side is not explicitly mentioned. We could give both types as premises, of course,
but this extra clutter is unnecessary, since it will be easy to show that the right-hand side also has
the appropriate type (c.f. 5.5.2.10). The one exception is the rules EQ-ETA and EQ-ETA2, where the
proof that the right-hand side has the same type as the left-hand side requires a strengthening
lemma thas has not been proved for this system. We give typing premises for both sides of these
rules.

5.5.1.3. Remark: Note that the second premise in EQ-ETA implies the more familiar side condition
“z ¢ FV(f).” A similar remark applies to EQ-ETA2.

5.5.2 Basic Properties

5.5.2.1. Convention: By Lemmas 5.4.4 and 5.4.5, the interpretation of each algorithmic derivation
is equal to the interpretation of some ordinary derivation with the same conclusion. Since, by
the assumption of coherence, the interpretations of all ordinary derivations are equal, and since
arbitrary subphrases of F; equality statements may be replaced by equal subphrases without
affecting derivability, we often simplify arguments below by dropping the decorations Iand
and regarding any two derivations of the same statement in either typing system as identical.

5.5.2.2. Lemma: [Equality context permutation] If I' is a permutation of I and both are closed,
thenT'Fe=¢eTiff "Fe=¢€er.

Proof: By induction on derivations. g
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5.5.2.3. Convention: [c.f. Convention 4.1.4] Two equality statements or derivations differing only
in the ordering of contexts are considered identical.

5.5.2.4. Lemma: [Equality weakening] Let (I', z:¢) and (I', a<¢) be closed contexts. Then
1.TFe=¢erimpliesT, z:p e =¢"€er.
2.T'Fe=¢€erimplies]', as¢pFe=¢€ €.

Proof: Straightforward. U

5.5.2.5. Lemma: [Congruence] The following rule is derivable:

I'rv=2v¢eco ook ecr
I' - {v/a}e = {v'/az}e € T

(EQ-CONG)
Proof: By induction on a derivation of I, z:0 F e € 7, using equality strengthening for the base

case e = y # z and equality weakening for the ARROW-I and ALL-I cases. U

5.5.2.6. Lemma: [Equality subsumption] The following rule is derivable:

I'Fe=¢€co r~oe <r
I'Fe=¢ €T

(D-EQ-SuB)

Proof: Choose = ¢ dom(1'). Thenl, z:0 - 2 € o by rule VAR. By Lemma 4.1.5,I', z:6 F 0 < 7. By
SUB,I', z:0 -z € 7. By EQ-REFL, I', 220 - © = 2 € 7. By EQ-ABS, I' - (Az:0. z) = (Az:0. ) € 0—T.
By EQ-APrP and the left-hand assumption, ' - (Az:0. 2) e = (Az:o. z) € € 7. By EQ-BETA (twice),
EQ-SYMM, and EQ-TRANS, I' e = ¢’ e 7. ]
5.5.2.7. Lemma: [for introduction] If I' - for a in 01..0,,. € € T is a closed statementand I' - € € 7,
thenl' ke =forainoj..o,. ecr.

Proof: Byinductiononaderivationofl' F e € 7, using, in turn, rules EQ-FOR/VAR. .. EQ-FOR/FOR,
EQ-INTER, and EQ-SUB. O

The next lemma verifies that the for construct never blocks potential 3- or 5 reductions.
5.5.2.8. Lemma:
1. fT'+ (for ain oy..0,. f) v €T, then

I' b (forainoy..on. f)v = forainoy..o,. (fv) € 7.
2. IfI' + (for a in 01..0,. f) [¢] € T, then

I' - (forainoy..on. f)[¢]
= forainoy..o,. (f[¢])
e T
3. '+ Azwo. for ain o1..0,. f x € 7, then
I' v Azwo. forainoy.o,. fz
= Azw. (forainoy.o,. f)z
e T
4. IfI' - Ap<o. for ain oy..0,. [ [§] € T, then
I' + ApB<eo. for ain oy..0,. [ [0]
= ApZo. (forain oy..0p. f)[5]

S T.
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Proof:
1. By minimal typing (4.3.2.7), there is a type & such that

I F (for ain oy..0,,. f)v € 0
'+6<r.

By the syntax-directedness of type synthesis (4.3.2.3),

T Iiforain 01..0,. [ € B

T |L v € 02
0 = A\ | (¢pi—1;) € arrowbasisp(61)and I' F 6, < o],
and again,

I ¥ {o;/a}f € 6;; foreachj

01 = /\[011 .. Oln]-
Choose v; € 8. By SUB, I - v € ¢;. By the definition of arrowbasisr (4.3.1.1), there is some 6, ;
such that ¢;—1); € arrowbasisr(6y;), i.e. (by Lemma 4.3.1.3) such that I' - 8;; < ¢;—;. By
SuB, I' - {o;/a}f € ¢;—;. By FOR, I - for a in 01..0,. f € ¢;—1;. Using for introduction
(5.527)togetI' - v = for ain 0y..0,,. v € ¢;, we then have, by EQ-REFL and EQ-APP,

I' b (forainoy..o,. f)v = (for ainoy..0,. f) (for ain oy..0,. v) € ;.
On the other hand, by ARROW-E, I' - ({o;/a}f) v € ¢, ie, I' F ({o;/a}f v) € ¢;. By FOR,
I' F for ain 0y..0,. f v € ¥;. So by EQ-FOR/APP,

I' b (for ain o1..0,. f) (for a ino1..0,. v) = for ain oy..0,. (fv) € ;.
By EQ-TRANS,

I' b (forainoy..o,. f)v = forainoy..o,. (fv) € ;.
By EQ-INTER,

I' b (forainoy..o,. f)v = forainoy..o,. (fv) €6,
and by EQ-SUB,

I' - (forainoy..on. f)v = forainoy.o,. (fv) € 7.

2. By minimal typing (4.3.2.7), there is some 6 such that I' - (for a in 01..0,,. f) [¢] € 8 and

I' F 6 < 7. By the syntax-directedness of type synthesis (4.3.2.3),

T Iifora inoi.o,. [ €t

0= A[{o/8}¢: | (VB<¢;. ;) € allbasisp(f1)and ' F ¢ < ¢;]

I ¥ {o;/a}f € 6;; foreachj

01 = /\[011 .. Hln].
Choose ¢! € 6, ie., ¢! = {¢/F}¢; for some ¢; such that (V3<¢;. ;) € allbasisr(8;) and
I' F ¢ < ¢;. Then by the definition of allbasis (4.3.1.1), there is some 61; € 6; such that
VB<¢;. 1; € allbasisp(61;). By Lemma 4.3.1.3 and SUB, I' + {o;/a}f € V3<¢;. ;. By
ALLE, T+ ({0;/a}f) [6] € {6/8}ei, ie. U b ({o;/a}f [6]) € {6/B}b: By FOR, I' F
for acin o1..0,,. f (9] € {¢/B};. By EQ-FOR/TAPP,

I' F forainoy..on. f[¢] = (for ainoy..on. f) o] € {o/B}ei.
By EQ-INTER and EQ-SuUB,

I' F forainoy..on. [[¢] = (forainoy..on. f)[¢] € T
3. Straightforward.
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4. Straightforward. O

5.5.2.9. Remark: The equational theory of Fc studied by Cardelli, Martini, Mitchell, and Sce-
drov includes a more general version of the EQ-TAPP rule, intended to capture the notion of
parametricity [119] in the model:

I'Fe=¢€eVa<o. 7 ' <o 'k o <o
r+{

I'F {¢/aj7 < ¢ ¢'fa}r < ¥ ,
TFell=cled (FoTAR)

By analogy, it might be interesting to consider an extended EQ-FOR rule:
I' - {o/a}e = {d'/a}e’ e T (EQ-FOR)

I' - forainoy..o.on. e = forainoj.o'.ol.e €T

For our present purposes, however, it is enough to study the simpler system with the EQ-TAPP
and EQ-FOR rules presented above.

We may verify that the equational theory of F, is “well typed” in the sense that equality at a
type 7 implies membership in .

552.10. Lemma: If ' Fe=¢ e, thenl'FeecrTandI'F € e .
Proof: By induction on the given derivation. In each case, the first conclusion, I' - e € 7, follows
either immediately or by straightforward application of the induction hypothesis. The second
conclusion is established as follows:
Case EQ-BETA: ¢ = (Azw0. f)v e ={v/z}f Treer
By minimal typing (4.3.2.7), there is some type 6 such that' Fe e § and I' - § < 7. By the
syntax-directedness of type synthesis,
I,z:i0 F [ e 6
I FAzio. [ € o0—b
I |L v € 02
0 = A\[¥i | (¢pi—;) € arrowbasisp(c—61)and ' F 6, < ¢]
_ {/\[01] ifT k6 <o
T ifl' ¥ 6, < o.
IfI'F 6, <o, thenI F v € o by rule SUB, and, by Lemma 4.1.10, SUB-INTER-LB, and SUB,
I'Fe' e IfT' ¥ 0, <o,thenf = Tand T I ¢ € @ directly by SUB. In either case, I' - ¢’ € 7 by
Sus.
Case EQ-BETA2: e = (Aa<o. f) [¢] e ={o/a}f I'teer
Similar, using Lemma 4.1.11 instead of 4.1.10.
Case EQ-ETA: e = Azio. [ z ¢ FV(f) =T I'teer I'eer
pImmediate.
Case EQ-ETA2: ¢ = Aa<o. f [a] a ¢ FTV(f) e€=f I'kteer I'e'er

Immediate.
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Case EQ-FOR/VAR: e = for a in 01..0,. @ =z I'teer
By minimal typing 4.3.2.7, there is some 6 such that I Feefand T F 6 < 7. By the
syntax-directedness of type synthesis (4.3.2.3),
I ¥ {o;/a}z € 6;  foreachi
0= A0 ..6,]
Ifn=0,thend = T and I I- ¢ € § by SUB. Otherwise, by VAR, each §; = I'(z),soI' - I'(z) < 6
by SUB-INTER-LB and SUB-TRANS, and I' I- ¢’ € § by VAR and SUB. In either case, I' - ¢’ € 7 by
one more application of SUB.
Case EQ-FOR/ABS: e = for avin 01..0,,. Az:0. b I'teer a¢ FTV(o)
e = Az:o. for ain oy..0,. b
By minimal typing (4.3.2.7), there is some 6 such that ' Fe € # and ' 6§ < 7. By the
syntax-directedness of type synthesis (4.3.2.3),
I ¥ {o;/a}(Az:0. b) € 6

6= A0 ..6,]
L, z:.0 F {o;j/a}b e b
02' = U—>9i2.

By FOR, for each ¢,
I',z:0 F forainoy.on. b e 6;.
By ARROW-],
I' b Azio. for ain 01..0,. b € 0—b;7,
ie,I'Fe €f,. ByINTER-[, ' Fe' €. By SuB,I' F ¢ € 7.
Cases EQ-FOR/APP, ..., EQ-FOR/FOR:
Similar.
Cases EQ-INTER, EQ-REFL, ..., EQ-FOR:
Straightforward. O

5.5.3 Soundness for the Untyped Semantics

It is a simple matter to show that the equational theory is validated by the untyped semantics of
F, in Section 5.1.

5.5.3.1. Theorem: If

mET

mET

Va e dom(L'). m(a) = m(a) = n(a)
Va € dom(L'). m(z) {71, } m2(x)

' e = e € 7,

then
leidly, {0715} De2lly,.

Proof: By induction on a derivationof I' - e; = e; € 7.
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Case EQ-BETA: €1 = (Azi0. f) v e ={v/a}f 'tejer

leill,, {070,} [Mexlls, by Lemma 5.1.3.8
= [(Az:o. f) 2],
= [A*z. |erase( f)| |erase(v)|]l,,

[A*z. |erase( f)|1,, - [|erase(v)|],,

= [[|€7’El$€(f)|]]772[$<_[1|Emse(v)mnz] by Lemma 5.1.1.9

= [{|erase(v)|/ = }(|erase( f)|)],, by Lemma 5.1.3.9(4)

= [[lerase({v/z} f)|1,, by Lemma 5.1.3.9(5)
[{v/} [,

Case EQ-BETA2: €1 = (Aa<o. f) [¢] er = {¢/a}f I'teer
Meill,,, {070,} [eill,, by Lemma 5.1.3.8
= [fI,, by definition
= [e2]l;, by Lemma 5.1.3.9(2).
Case EQ-ETA: €1 = Azio. fz er=f IT'kFeer I'teer
Meidl,,, {071,} e, by Lemma 5.1.3.8
= [A*z. |erase( f)| |erase(z)|]l,,
[K |erase( f)| (A*z. z)]l,, since z ¢ FV(f) = FV(|erase( f)|)
k= [lerase( f)|1l, = [A*z. =],
[lerase( f)[1,
L1y,

Case EQ-ETA2: ¢ = Aa<o. f[a] er=f ITheer e er
As for EQ-BETA2.
Case EQ-INTER: foralli, 'Fe1 —exe; T = A[71.-T0]

By the induction hypothesis, [[e1]l,;, {[[7:]l,} [e2ll,;, for each i; hence, by the definition of ),
[[61]]771 {ﬂ1gzgn [[Ti]]N} [[62]]772/ ie., [[61]]771 {[[/\[Tl"Tn]]]U} [[62]]772'

Cases EQ-FOR/VAR.. EQ-FOR/FOR:
Immediate from the definition of erase and Lemma 5.1.3.10.
Case EQ-REFL: I'Fej e
By Lemma 5.1.3.10.
Cases EQ-SYmMM, EQ-TRANS:
By the induction hypothesis and the syummetry and transitivity of PERs.
Case EQ-ABS: €1 = A\z:0. €] €2 = Azio. €) ILawokeée =€ eo
Choose m and n such that m {[¢]l,} ». By the induction hypothesis,
[t 1 o) {00’} M€l peen)-
By Lemmas 5.1.3.4 and 5.1.1.10
[Aa:o. €11, = m {[o']l,} [Az:0. €], = n,
hence, by the definition of —,
[Az:o. €)1, {lo—0o'll,} [Az:o. €5]l,,.
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Case EQ-APP: e = f1 v er = o ' fi=freo—T I'tFvy=wmeo
By the induction hypothesis,
[[fl]]m {[[U_>T]]n} [[fZ]]n27
ie.,
[[fl]]m {[[Uﬂn_)[[T]]n} [[fZ]]nzv
and

[[U1]]771 {[[U]]n} [[UZ]]nzv
so by the definition of —,
LAl = Mordly, {0715} D20, - Tv2dls,,
ie.,
[[fl vl]]m {[[T]]n} [[fZ UZ]]nz-
Case EQ-TABS: €1 = Aa<o. €] e2 = Aa<o. € INaso ke =¢€,ed T =Va<o. o
Choose some A C [[o]l,. By the induction hypothesis,
[[6,1]]771[044—14] {[[O-/]]n[ou—A]} [[6/2]]772[a<—A]-
By Lemma 5.1.1.9,
[[6/1]]771 {[[O-/]]’I')[O(HA]} [[6/2]]772'
By the definition of ),
[[6/1]]771 {ﬂA Clelly [[U/Hn[aHA]} [[6/2]]7727
ie.
[eil,, {[Va<o. o'll,} M5y, -
Case EQ-TAPP: e = €] [¢] €2 = e [¢]
I'ke] =€), eVazo. o I't¢p<o r={¢/a}o’
By the induction hypothesis,
1]y, {IVa<o. o'll,;} Lexll,
ie.,
[[6/1]]771 {ﬂA Clely, [[0-/]]77[ou—A]} [[6/2]]772'
By Lemma 5.1.3.8 and the fact that ((,c; 4:) C A; for each 7,
(€11, {00 Dofaiion, )} [e2]ln,
hence (by Lemma 5.1.3.9(3)),
[[6/1]]771 {[[{05/04}0/]]77} [[6/2]]7727
ie.,
[[61]]771 {[[{05/04}0/]]77} [[62]]772-
Case EQ-FOR: €1 = for ain 01..0,. €] ex = for a in 01..0,. €
I't{o;/a}e] = {oi/a}e) e T=T
By the induction hypothesis,
[{oi/a}erlly, 1005} [{o:/aterll,,
i.e. (by Lemma 5.1.3.9(3)),
[[6/1]]771 {[[TZ]L?} [[6/2]]7727

i.e. (by the definition of erase),

Meill,, {07:1,} Me2ll,- 0
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5.5.4 Soundness for the Translation Semantics

5.5.4.1. Remark: The soundness of our equational theory for the translation-style semantics given
in Section 5.3 depends in many places on the coherence of the translation. Although we lack a
proof of this property, it is instructive to write out the proof of soundness modulo coherence.

5.5.4.2. Lemma:
1. TP vegandl, 2:¢0 ¥ f e, then
[T ¥ {v/z}f e I ={IT ¥ v € ¢ll/a} [T, a9 ¥ [ € ¥l
2. fT,a<o bk feand T'F ¢ < o, then
L'+ {¢/a}f € {o/a}l =A{IL F ¢ < oll/ca}{l¢]/a}l, a<o = [ € ¢].
Proof:

1. By induction on the structure of a derivation of I, z:¢ t* f € 9.

2. Similar. O
5.5.4.3. Theorem: f I P e = ¢’ e 7, then [T [T P eecr] =L ¥ & er] e [7].
Proof: By induction on the given derivation.

Case EQ-BETA: e = (Azi0. f)v e ={v/a}f TFeer
By minimal typing (4.3.2.7), there is a type 6 such that I Fe € # and T 6§ < 7. By the
syntax-directedness of type synthesis (4.3.2.3),
I FAzio. [ € 0—6,
I,z:0 F feb,
I'Fwve 01
0= /\[1/}2 | (¢2—>¢2) € ElT’T’OZUbElSiSF((T—>02) and I' F 01 < qbZ]
Subcase: '+ 61 < o
Then 6 = A[6;] and
[T Feedl={(IlF oc=0 < oa—=6] [T F (Azio. f) € a—6])
-([[F F 01 < CT]]-[[F Fove 01]])>
By SUB-REFL, T-SUB-REFL, and FEQ-BETA,
[T] F L Feed]
= ([T ¥ (Az:o. f) € o—=6])-(IT F 6; < o]l-[T F v € 61]))
e A6,
i.e. (by T-SuB and TA-ARROW-I),
[I] F I Feed]
= ((Az:[e]l. [T, z:0 F f € 6])-(IT F v € o))
e TA[6:]1.
By FEQ-BETA, Lemma 5.5.4.2, and FEQ-TUPLE,
[TTF (Az:fle]. [T, z:0 = feb])-IT F v € a])
= {I[T + v € oll/z} [T, z:0 ¥ f e 6])
e TA[6:]1.
By FEQ-REFL and FEQ-APP,

ITTE T + Alb2] < - {(Az:flo]l. [T, z:0 F febh])-[I' F v e o)
= [T F Al62] < 71-{lIT + v e oll/z}[T,z:0 ¥ f € 6])
e [1,

ie.,
IMME L Feer] =ML F € er] elr]
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Subcase: I' ¥ 6, < o
Thenf = Tand[[I'Feef]] = (). By INTER-I, I' - {v/z} f € T. By T-INTER-I, [T - {v/z}f €
T = (). By FEQ-TUPLE and FEQ-TRANS,
[MIF MFeeTl=[0FeéeeT]elT].
By FEQ-REFL and FEQ-APP,
[MME L FT <7l [TFeeT]l=MFT<7]-MCF€eeT] el

Case EQ-BETA2: ¢ = (Aa<o. f) [¢] e ={¢/a}f I'kFeer
Similar.
Case EQ-ETA: e = Aziwo. fux I'Feer x ¢ FV(f) e=f
By minimal typing (4.3.2.7), there is some 6 such that ' Fe € # and I' 6§ < 7. By the
syntax-directedness of type synthesis,
Dyzwo b fz e b
0=0c—0,,
and again,
I,zwo F f e
Izwo Fzeo
0, = /\[1/)2 | (¢Z—>1/J2) € ElT’T’OZUbElSZ‘S(F7 I:U)(C) and T, 20 Fo < (bl]
By Lemma 4.3.1.3, D-ALL-SOME, SUB-ARROW, and SUB-DIST-IA,
I' b ¢ < Alarrowbasisr, .5)(C)]
< Ngi—= i | (pi—i) € arrowbasis(p, ,..y(¢) and I', 0 = 0 < ¢

= Noi—vi | (di—¢i) € WYOZUWSZS (r, z:0) ()]
< No—9i | (¢i—i) € arrowbasis(r, ;.0)(¢) and I', z:0 F o < ¢
< o—0,.
By SuB, I, z:0 = f € 0—#0,. By strengthening (4.1.9), I' - f € 0—6,. By FEQ-ETA,
[T ¥ Azwo. [T,z:0 F f e o—=Blla =T+ fe o] € [cl—061,

ie.,
[T ¥ Xzio. [T, 210 - f € 0—=8]-[[,z:0 - z € o
=[I'F feo=bl
€ [[U]]_>[[02]]7
ie.,

[T F [T F Azwo. fz e o—=6] =[[I' F f e 0—6] € [o—6].
By FEQ-REFL and FEQ-APP,

[TME L F o—6, < 7]-[T + Azio. fz € o—6,]
=[I'F o—=b < 7| F f € o—6]
e =1,
which, by T-SuB, is the desired result.
Case EQ-ETA2: e = Aa<o. f [a] I'teer a¢ FTV(f) e=f
Similar.

Case EQ-FOR/VAR: e = for ain 01..0,. @ e
I'F forainoy..op. x €T

x

By minimal typing (4.3.2.7), there is some 6§ such that I Fe € § and '  § < 7. Since
{oi/a}z = z, we have § = A[I'(z) .. I'(z)] by the syntax-directedness of type synthesis
(4.3.2.3).
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Subcase: n = 0
Then § = T. By FEQ-TUPLE,
[TIF [T F forainoy.o, z e T]
=T F2zeT]
e [TI.
By FEQ-APP,
[rgEqr -1
=T+ T
e [,
which, by T-SuB, is the desired result.

[ Iiforain 01..0,. ¢ € T]

< 7]-
< 7l-ICF 2z € T]

Subcase: n > 0
By TA-FOR and TA-VAR,

[T F forainoy.o,. z € A[I'(z)..I'(2)]]
=([T + {o1/a}z € I'(z)]..[I' F {o,/a}z € I'(z)])
=T+ 2 e I'(2)]..I"' F = € I'(z)])
By FEQ-REFL and coherence,
[TIF I+ 6 < 7]+ (z..2)
=(proj,; [ F I'(z) < 1) =(z..2)
e [I7].
By FEQ-PJ,
[TT ¥ (proj, ; [T F T(z) < 7))+ (z..x)
="'+ I'(z) < 7]+
e [1,
from which the desired result follows by transitivity.
Case EQ-FOR/ABS: € = for a in 01..0,. Az:o. b e = Azwo. forainoy..op. b
a ¢ FTV(o) I'Feer
By minimal typing (4.3.2.7), there is some 6 such that I' Fe € # and I' 6§ < 7. By the
syntax-directedness of type synthesis (4.3.2.3),
I Fee Ao—m..o—=T],
where, for each 7,
I, a:{o;/a}o F {o;/a}b € 7,
ie.,
I', 20 - {o;/a}b e 7.
By A-ARROW-I and A-FOR,
I Feeoa=Am. ]
Let
t d:ef</\ac:[[a]]. [, z:0 - {o1/a}b € ] .. Xe:[o]. [T, z:0 & {o,/a}b € 1,])
'€ a:[o]l. (IT, 2:0 F {o1/a}b € 1] .. [T, z:0 + {o,/a}b € T,]).
Then by TA-FOR and TA-ARROW-],
t =T Fee ANo—=m..c—=7]l
t'=[L Fe ea — Amn.mll
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By FEQ-BETA and FEQ-PI (n times),
[ri K diSt/\[cr—m’l . 0—Ty] -1
= /\/JL‘I[[O']]. ((proj; t) = .. (proj, t) )
=1
€ [lo—=Alm..m]1.
By FEQ-APP and FEQ-REFL,
[ri ¥ [r + O-_>/\[Tl--7—n] <7l (diSt/\[a—m—l . 0—Tn] t)
=T F o—=Alr1..7] < 7]+

By T-Sus,
[TIF [T F Alo—=m..0—=7,] < 7]+t
=T F o—=Alr1..7] < 7]+
e [,
as required.
Case EQ-FOR/APP: e = for a in 01..0,. b1 by
e = (for a in 01..0,. by) (for ain oy..0,,. b2)
I'teer
By minimal typing (4.3.2.7), there is some # such that I Feefand T 6 < 7. For each i, we
have (by the syntax-directedness of type synthesis (4.3.2.3)
I |L {Ui/a}bl S 02'1
T |L {Ui/a}bg S (92'2
I F ({o:/a}br) ({o:/a}b)
€ /\[lb” | (qﬁZJ—VQb”) € LZT’T’OZUbLZSiSF(Oil) andI' F 8, < 1/)”]
Let
eidzef/\[l/ﬁj | (qﬁw—>¢”) S arrowbasiSF(Oﬂ) and I F 02'2 S Zb”]
Then 6 = A[#; .. 0,,]. By T-FOR (twice), FEQ-APP, and T-FOR
[TTEIT F € € 6]
=[T' F ({oi/a}b) ({o:/a}tby) € 6;]
= [[F Fee 02]]
e [[6:1
By FEQ-TUPLE,
[TIE (T F € e 6]..I0 + € € 6,1)
=([T'+ee ..+ ec€b.d
e 1[[6:1 .. 16,11,

ie.,
IIME ML F e ed]] =L F ecb] e [6].
By FEQ-APP and T-SuB,
M EF M Feerl=0Fecr] el
Cases EQ-FOR/TABs, EQ-FOR/TAPP, EQ-FOR/FOR:

Similar.
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Case EQ-INTER: 7 = A[71..7,,] forall:, TFe=¢ e
By the induction hypothesis,
MIEF T Feern]l=0F¢ ernllelnl
for each i. By coherence,
rn & proj,«[[I' = e € Alri..]ll = proj,-[[I' F € e Alr..m.]l €[]
By FEQ-TUPLE,
ITTH (proj, -IT F e € Alm..m ]l ..proj, -[IT + e e Alri..7]1)
=(proj;[[I' F e € A[ri.m]ll .. proj,, * [T = e € Alri..m]ll) € U7 .. [7. 1]
By FEQ-SURJ (twice) and FEQ-TRANS,
[T ¥ [T F e e Alr1..m]] = [T F e € Alr1-.m]l € IA[m--7]1-
Cases EQ-REFL, EQ-SYmMM, EQ-TRANS, EQ-ABS, EQ-APP:
By straightforward application of the induction hypothesis.
Case EQ-TABS: e = Aa<¢. b e = Aa<p. b T =Vage. ¢
[,a<¢pF b="bc
By the induction hypothesis,
[T, a<o]] ¥ [T, a<¢ F bed] = [T, a<¢ F b €] e [«],
ie.,
ITT, o, caila—I8l) ¥ [T, a<e + be ¢l = [T, a<é F ¥ e ¢ € [¥I.
By FEQ-ABs and FEQ-TABS,
[TTF Aa. Aeg:(a—[a]). [T, a<é = b e ]
= Aa. Acg:(a—=[o]). [T, a<¢ F b € ]
| e Va. (a—[6])—¥,
ie.,
[T] ¥ [T F Aa<e. b € Ya<e. ¢]] = [ F Aa<¢. b € Ya<a. ¥] e [Va<o. ¥].
Case EQ-TAPP: e = b [¢] e =b o] T ={¢/a}t
TP b=V eVash. ¢ I'F¢p<9
By the induction hypothesis,
[TTE T F b e Ya<d. 4]
=[T F b e Ya<b. ¥]
e [[Va<é. ¥ ],
ie.,
[[ - b e Va<b. ¢]
[I' F b e Va<d. 4]
e Ya. (a—[0])—[1.
By Lemma 5.3.2.6, [I'] ¥ [I' - ¢ < 6] € [¢]—[f]. So by FEQ-TAPP, Lemma 5.3.2.2, and
FEQ-APP,
o+
€

[+

[T + b e Vo<, ¢]-[[6]-[T F ¢ < 6]
IU - ¥ e Ya<6. ¢]-[[1]- L + ¢ < 6]
[{6/a}el,

Fb[9] € {¢/a}y]
F '[9 € {¢/a}y]
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Case EQ-FOR: e = for a in 01..0,,. b e = for ain 0y..0,. b’ T=ET
I'F{o;/a}b={o;/a}b e
By the induction hypothesis and T-FOR. g



Chapter 6

Undecidability of Subtyping

In this chapter, we show that the typing relation of /< (and, as an easy corollary, that of F,) is
undecidable. The crux of the difficulty lies in the subtype relation, specifically in the subtyping
rule for quantified types:

F|—T1§(71 F,aﬁTll—UQSTQ
I' F Va<oq. 09 < Vagm. m

(SuB-ALL)

Though semantically appealing, this rule creates serious problems for reasoning about the subtype
relation. In a quantified type Ya<o1. o0, instances of a in oy are naturally thought of as being
bounded by their lexically declared bound 1. But this connection is destroyed by the second
premise: when Ya<o1. o5 is compared to Ya<r;. 7, instances of a in both o, and m, are bounded
by 71 in the premise I', a<7; F 02 < 7.

Cardelli and Wegner’s original definition of Fun [33] used a weaker quantifier rule in which
Va<oq. o7 is a subtype of Va<r|. 7 only if 1 and 7 are identical; this variant can easily be shown
to be decidable. Later authors, including Cardelli, have chosen to work with the more powerful
formulation considered in this thesis.

Curien and Ghelli used a proof-normalization argument to show that F« typechecking is co-
herent (that is, that all derivations of a statement I' - e € 7 have the same meaning under certain
assumptions about the semantics). One corollary of their proof is the soundness and completeness
of a natural syntax-directed procedure for computing minimal typings of /< terms, with a sub-
routine for checking the subtype relation (algorithm F2 of Section 2.6); the same procedure had
been developed by the group at Penn and by Cardelli for use in his Quest typechecker [Gunter,
personal communication, 1990]. The termination of Curien and Ghelli’s typechecking procedure
is equivalent to the termination of the subtyping algorithm. Ghelli, in his Ph.D. thesis [63], gave
a proof of termination; unfortunately, this proof was later found to contain a subtle mistake. In
fact, Ghelli soon realized that there are inputs for which the subtyping algorithm does not termi-
nate [personal communication, 1991]. Worse yet, these cases are not amenable to any simple form
of cycle detection: when presented with one of them, the algorithm generates an infinite sequence
of recursive calls with larger and larger contexts. This discovery reopened the question of the
decidability of Fx.

The undecidability result presented here began as an attempt to formulate a more refined
algorithm capable of detecting the kinds of divergence that could be induced in the simpler one.
A series of partial results about decidable subsystems eventually led to the discovery of a class
of input problems for which increasing the size the input by a constant factor would increase the
search depth of a succeeding execution of the algorithm by an exponential factor. Besides dispelling

109
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previous intuitions about why the problem ought to be decidable, this construction suggested a
trick for encoding natural numbers, from which it was a short step to an encoding of two-counter
Turing machines.

After reviewing the flaw in Ghelli’s earlier proof of termination for the subtyping algorithm
FZ (Section 6.1) and presenting an example where the algorithm fails to terminate (Section 6.2), we
identify a fragment of F< that forms a convenient target for the reductions to follow (Sections 6.3
and 6.4). The main result is then presented in two steps.

1. We first define an intermediate abstraction, called rowing machines (Section 6.5); these bridge
the gap between F< subtyping problems and two-counter machines by retaining the notions
of bound variables and substitution from F< while introducing a computational abstraction
with a finite collection of registers and an evaluation regime based on state transformation.
An encoding of rowing machines as F< subtyping statements is given and proven correct,
in the sense that a rowing machine R halts iff its translation F(R) is a derivable statement
in F< (Section 6.6).

2. We then review the definition of two-counter machines (Section 6.7) and show how a two-
counter machine 7" may be encoded as a rowing machine R(7’) such that 7" halts iff R(T)
does (Section 6.8).
Section 6.9 shows that the undecidability of subtyping implies the undecidability of typechecking
for F<; Sections 6.10 and 6.11 extend the result to F5 and some related systems. Section 6.12
discusses its pragmatic import.

6.1 A Flawed Decidability Argument for F_

Ghelli’s Ph.D. thesis [63, pp. 80-83] argues that the algorithm /72 always terminates and is therefore
a decision procedure for Fc typechecking. This section briefly sketches Ghelli’s argument and
shows where it goes wrong. The problem is quite subtle: the incorrect proof was read by a number
of people (including the present author) before the flaw was detected, independently, by Curien
and Reynolds.

The idea, as usual, is to define a well-founded complexity metric and show that if J' is a
subproblem of J, then complexity(.J') is strictly less than complexity(.J).

6.1.1. Definition: The function indexr(a) gives the index in I' (counting from right to left) of the
binding of a.

6.1.2. Definition: The left depth of a type variable a in a type 7 and a context I' is the number of
bound type variables in both 7 and I' at a’s point of definition. To formalize this concept, it is
convenient to assume that all binding occurrences of type variables in 7 and I have been renamed
so as to be distinct from each other (or better yet, that deBruijn indices are used instead of variable
names). Now define:

len(I') + ld(a, 7) if @ is boundin 7
indexr (o) otherwise

lda,r,1') = 1—|—{

ld(o, 7) = the number of instances of V in whose scope the binding occurrence
of a (in 7) falls.

(As Ghelli observes, “The definition is simpler in terms of DeBruijn indices, as the left-depth of any
variable is simply the difference among the indexes of that variable and the ‘outermost variable’,
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taken in any environment [i.e. context] where they are both defined, plus one; the “outermost
variable” is the first variable bound in the environment, or the first one bound in the term if the
environment is empty.”)
Define the left depth of a type ¢ in a context I' to be the maximum left depth of any type variable
ino:
ld(o, 1) = max({0} U {ld(a, 0,1) | a« € TV(0)}).
Define the complexity of a subtyping statement (I' - ¢ < 7) to be the following pair:
complexity(I' - o < 7) = (Id(o, ') 4+ 1d(7, 1), size(o) + size(T)).

Order the range of complexity(I' F o < 7)lexicographically. Note that this ordering is well founded
(contains no infinite descending chains).

This ordering operates as desired for all the rules of F’2 with the exception of NVAR. For an
example of its misbehavior in this case, let B
I = ag(Vp<Top. Top), o'<Top.
Then
lda,I'y = ldla,a,l)
1+ indexr(a)
= 2,

whereas
ld((Vy<Top. Top),I') = Id(v, (Vy<Top. Top), I')
14 len(I') + 1d(y, (Yy<Top. Top))
3+ Id(7y, (Vy<Top. Top))
= 3.

So the instance
I' B Vy<Top. Top < Top
I'-a <Top

of NVAR has a premise of greater complexity than its conclusion.

6.2 Nontermination of the F. Subtyping Algorithm

Ghelli recently dispelled the widely held belief that the algorithm /72 terminates on all inputs, by
discovering the following example. -

6.2.1. Definition: In this example (and below), an additional abbreviation is used:

-7 € Va<r. a
The salient property of this notation is that it allows the right- and left-hand sides of subtyping
statements to be swapped:
6.2.2. Fact:I' - o < -7 is derivable iff I' - 7 < ¢ is.
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6.2.3. Example: Let § = Va. ~(V3<a. =3). Then executing the algorithm F'J on the input problem
ap<h F ag < (Vaij<ag. -ag) leads to the following infinite sequence of recursive calls:

o<l Foag < Vergag. ~oq
Oé()Se F ‘v’al. ﬁ(VOQSOél. —|a2) S Valﬁao. -
apll, a1<ag F ﬁ(VaZSal. —|042) < —ag

<8, a1<ayg F oo < VazLag. 7ap
<8, a1<ayg Foag < VazLag. map
apll, a1<ag F Vas. _|(VOZ3§042. —|a3) < VazLag. 7ap
ap<l, a1ag, ap<a; F —(Vaz<an. —a3) < o

apll, a1fag, axa; F oap < Vazlap. naj
apll, a1<ag, apla; F oog < Vazlap. 7aj
apll, a1fag, apla; Foag < VazZap. a3

etc.

(The a-conversion steps necessary to maintain the well-formedness of the context when new
variables are added are performed tacitly here, choosing new names so as to clarify the pattern of
regress.)

6.2.4. Remark: This example is apparently the smallest subtyping statement that causes the F
algorithm to diverge [Ghelli, personal communication, 1991]. -

6.3 A Deterministic Fragment of F_

The pattern of recursion in Ghelli’s example is an instance of a more general scheme — one
so general, in fact, that it can be used to encode termination problems for two-counter Turing
machines. We now turn to demonstrating this fact.
6.3.1. Definition: The positive and negative occurrences in a statement I' - ¢ < 7 are defined as
follows:

¢ The type o and the bounds in I' are negative occurrences; T is a positive occurrence.

o If 11—7 is a positive (respectively, negative) occurrence, then 71 is a negative (positive)

occurrence and 7 is a positive (negative) occurrence.

o If Ya<m. 7 is a positive (negative) occurrence, then 71 is a negative (positive) occurrence
and 7, is a positive (negative) occurrence.

6.3.2. Fact: The rules defining F?’ (2.6.10) preserve the signs of occurrences: wherever a metavari-
able T appears in a premise of one of the rules, it has the same sign as the corresponding occurrence
of 7 in the conclusion.

In what follows, it will be convenient to work with a fragment of ¥’ with somewhat simpler
behavior: N

e we drop the — type constructor and its subtyping rule;

¢ we introduce a negation operator explicitly into the syntax and include a rule for comparing
negated expressions;

e we drop the left-hand premise from the rule for comparing quantifiers, requiring instead
that when two quantified types are compared, the bound of the one on the left must be Top;

e we consider only statements where no variable occurs positively, allowing us to drop the
NREEL rule; and
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o we disallow Top in negative positions.

Since the FY rules preserve positive and negative occurrences, we may redefine the set of
types so that positive and negative types are separate syntactic categories. At the same time, we
simplify each category appropriately.

6.3.3. Definition: The sets of positive types 7+ and negative types 7~ are defined by the following
abstract grammar:

™ u= Top | -1 | VYasro. 71t

T == a | -tt | Va.717
A negative context I'~ is one whose bounds are all negative types.

6.3.4. Definition: FZ (P for polarized) is the least relation closed under the following rules:

-+ < Top (PTor)
I~ F I (a) <71t
I'"Fa<rt (PVAR)
I[T,as¢™ F o™ < 71 PA
I'" F Va. o0 < Vag¢p—. 71 (PALL)
I~ k7 <ot
(PNEG)

I'- F —ot < a7

FZ is almost the system we need, but it still lacks one important property: F< is not a
conservative extension of 2. For example, the non-derivable FZ statement

F=Top < Va. a
corresponds, under the abbreviations for - and Va. a, to the derivable Fx statement

FVa<Top. a < Va<Top. a.
To achieve conservativity, we restrict the form of /' statements even further so that negated types
can never be compared with quantified types.
6.3.5. Definition: Let n be a fixed nonnegative number. The sets of n-positive and n-negative types
are defined by the following abstract grammar:

™t u= Top | Yaosty .anSty. oTT

T = a | Vag..a, -1T

We stipulate, moreover, that an n-positive type VYao<7, .. a,<7,. -7~ is closed only if no a;
appears free in any 7;.
An n-negative context I';, is one whose bounds are all n-negative types.

6.3.6. Definition: An F2 statement has the form T';, - o, < 7,7, where I';; is an n-negative context,

o;, is an n-negative type, and 7;f is an n-positive type.

n

6.3.7. Convention: To reduce clutter, we drop the superscripts + and — and usually leave n
implicit in what follows.

6.3.8. Definition: F'Z (D for deterministic) is the least relation closed under the following rules:

=7 < Top (DTor)
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I' - I'(a) < Yap<¢p .. an<¢y,. T
I'Fa < Vag<eg .. 0, <, 0T
I, gy ..o, F 7 < 0o
I' F Vag..a,. 7o < Vag<oy .. <y, 0T
Using the earlier abbreviations for negation, multiple quantification, and unbounded quan-

tification, we may read every FZ statement as an /72 statement. Under this interpretation, the
two subtype relations coincide for statements in their common domain:

(DVAR)

(DALLNEG)

6.3.9. Lemma: F is a conservative extension of F2: if J is an F'2 statement, then J is derivable
in FZ iff it is derivable in FZ'.

Proof: The implication F2=F7 is straightforward. The other direction, F’Y'=F2 proceeds by
induction on £ derivations, using the form of F'Z statements to constrain the possible forms of
FZ derivations whose conclusions are de-abbreviated F'2 statements. g

These simplifications justify a useful change of perspective. Since the only rule in F2' with
two premises has been replaced by a rule with one premise, derivations in this fragment are
linear (each node has at most one subderivation). Moreover, every metavariable in the premise
of each rule also appears in the conclusion, which makes the step from conclusion to premise
deterministic. The syntax-directed construction of such a derivation may be thus be viewed as
a deterministic state transformation process, where the subtyping statement being verified is the
current state and the single premise that must be recursively verified, if any, is the next state. In
other words, a subtyping statement is thought of as an instantaneous description of a kind of
automaton.

From now on we use terminology that makes the intuition of “subtyping as state transforma-
tion” more explicit. Analogous terminology and notation will be used to describe the other calculi
introduced below.

6.3.10. Definition: The one-step elaboration function & for FZ-statements is the partial mapping
defined by: B
J! if J is the conclusion of an instance of DVAR or DALLNEG and
E(J) = J' is the corresponding premise
undefined  if J is an instance of DTOP.

6.3.11. Definition: J’ is an immediate subproblem of J in F2, written J —p J', if J' = £(J).

6.3.12. Definition: J' is a subproblem of J in FZ, written .J X5 J ifeither J = J or J —p Jq
and Jl —*>D J/.

6.3.13. Definition: The elaboration of a statement J is the sequence of subproblems encountered
by the subtyping algorithm given J as input.

6.4 Eager Substitution

To make a smooth transition between the subtyping statements of /< and the rowing machine
abstraction to be introduced in Section 6.5, we need one more variation in the definition of
subtyping, where, instead of maintaining a context with the bounds of free variables, the quantifier
rule immediately substitutes the bounds into the body of the statement.

6.4.1. Definition: The simultaneous, capture-avoiding substitution of ¢y through ¢,,, respectively,
for o through a,, in 7, is written {¢o/ag .. ¢/, } 7.
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6.4.2. Definition: An FZ statment is an F2 statement with empty context.

6.4.3. Definition: 7 (F for flattened) is the least relation closed under the following rules:

o < Top (FTop)

F {¢O/a0--¢n/an}7 S {¢0/a0--¢n/an}a

F Yag..a,. m0 < Yogloy .. a,<¢,. -7

(FALLNEG)

6.4.4. Remark: Of course, an analogous reformulation of full /< would not be correct. For
example, in the non-derivable statement

F (Va<Top. Top) < (Va<Top. a)

substituting Top for a in the bodies of the quantifiers yields the derivable statement - Top < Top.
But having restricted our attention to statements where variables appear only negatively, we are
guaranteed that the only position where the elaboration of a statement can cause a variable to
appear by itself in the body of a subproblem is on the left-hand side, where it will immediately be
replaced by its bound. We are therefore safe in making the substitution eagerly.

In the remainder of this section, we show that FZ is a conservative extension of F7£.

6.4.5. Lemma: Let ¢9 .. ¢, be n-negative types and assume that the F? statement ag<¢g ..
@, <¢,, '+ 7 < oisclosed. Thenif {¢g/ag .. ¢p/a,} T F {do/ap .. dn/an} T < {do/ao .. on/an} o
is derivable in 2, so is ap<¢yg .. a,<¢,, I' -7 < 0.
Proof: By induction on the size of the given derivation. (Observe that by the stipulation in 6.3.5
that no o; appears in any ¢;, the ¢; must all be closed.)
Case DToP: {¢g/ag .. ¢p/a,} o = Top
Since variables can only occur negatively, o cannot be a variable, so o = Top and the result is
immediate.
Case DVAR: {¢o/ag .. ¢p/an}T =0
We may assume that 7 # «; for any of the distinguished «;’s, since otherwise we would have
¢; = p and the statement ag<¢g .. @,<¢,, I' F 7 < ¢ would not be closed. So T must itself be
3. By assumption, we have a subderivation

{d0/ag .. on/an}T F ({d0/a0 .. on/an} T)(B) < {d0/ag.. on/an} o,
thatis,
{#0/a0 .. ¢n/an} T = {do/ag .. dun/an} (I'(B)) < {do/ao .. ¢n/an} o

By the induction hypothesis,
ap<eg .. an<eo,, I' F T(8) < o.
By DVAR,
o< .. <oy, I' F g < 0.
Case DALLNEG: {qbo/ao . qbn/an}r =V .. Bn. —|T2/
{po/ag .. op/an} o =B .. Bull,. —0h
Since o cannot be a variable (else ag<¢p .. a,<¢,, I' F 7 < 0 would not be an F? statement),

we have
o = VB¢ .. BnSty. mo2
i = {¢o/ao .. ¢nfan} ¥i
oy = {do/ag .. pn/ay,} o2,

For 7, there are two cases to consider:
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Subcase: 7 = «;
Then

& =00 .. Br. —Ty.
By assumption, there is a subderivation

{#0/ 0 .- dn/an} I, Bo{do/ao .- ¢n/an} o . Bn<{¢o/@0 - ¢n/an} ¥n F 05 < 73,
i.e. (since we stipulated a; ¢ FTV(¢;), so o ¢ FTV(7}) for any j),

{90/ a0 .. ¢n/an} T, Bos{do/ag . dn/an} Yo .- Bn<{do/aq .. dn/n} Pn
F {QbO/aO .- én/an} 2] S {¢O/a0 . (bn/an}Té’
By the induction hypothesis,

a9 .. 0y <y, I, Bo<thg .. <t F 02 < Té-

By DALLNEG,
<0 .. S, I' F Vo .. Bn. =79 < VB0t .. Br<tp. —02.
By DVAR,

ap<Pp .. 0, <, I' B a; < VBt .. <ty n02

Subcase: T # «;
Then
T = Vﬁo .. ﬁn -7
h ={¢o/ 0 .. on/an} .
By assumption, we again have a subderivation
{¢0/00 .. dnfan} T, fo{do/a0 .. on/an} Yo .. Brns{o/0 .. onfan} n b 05 < 7,
that s,

{d0/a0 .. on/an} I, Bo<{do/ a0 .. pn/an} Yo .. fn<{do/ a0 .. dn/tn} Py
F {CbO/aO .- én/an} 2] S {qu/aO .- ¢n/an}72-
By the induction hypothesis,

aOSQbO . angqbnv L, ﬁ0§¢0 . ﬁn§¢n F ooy < m.
By DALLNEG,
aoldg .. 0oy, ' Y0y .. Br. 712 < VP .. By, o0, O
6.4.6. Lemma: If - 0 < 7 is derivable in F’Z, then it is derivable in F2.
Proof: By induction on the original derivation, using Lemma 6.4.5 for the FALLNEG case. O
6.4.7. Lemma: If a<¢, I' - ¢ < 7 is derivable in F'2, then {¢/a}l' - {¢/a}o < {¢/a}r has an
FZ-derivation of equal or lesser size. -

Proof: By induction on the given derivation. O

6.4.8. Lemma: If - 0 < 7 is an FZ-statement and is derivable in /2, then it is derivable in F7.

Proof: By induction on the size of the original derivation, using Lemma 6.4.7 for the DALIjNEG
case. O

6.4.9. Lemma: Fg is a conservative extension of Fg .
Proof: By Lemmas 6.4.6 and 6.4.8. O
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6.5 Rowing Machines

The reduction from two-counter Turing machines to /< subtyping statements is easiest to under-
stand in terms of an intermediate abstraction called a rowing machine, which makes more stylized
use of bound variables.

A rowing machine is a tuple of registers

(p1.-pn),

where the contents of each register is a row. By convention, the first register is the machine’s
program counter (PC). To move to the next state, the PC is used as a template to construct the new
contents of each of the registers from the current contents of all of the registers (including the PC).

6.5.1. Definition: The set of rows (of width ) is defined by the following abstract grammar:
P u= Q, 1<m<mn
| [1..an]{p1..pn)
| HALT

The variables aj..a,, on the left of [a;..0,,](p1..p,,) are binding occurrences whose scope is the
rows pi through p,,. We regard rows that differ only in the names of bound variables as identical.

6.5.2. Definition: A rowing machine (of width n) is a tuple {p1..p, ), where each p; is a row of width
n with no free variables.

6.5.3. Definition: The one-step elaboration function £ for rowing machines of width 7 is the partial
mapping
£(( }) = ({p1/a1 .. pufan} pr1 - {p1/ea .. pufan} p1n) if p1 = [@1..an){p11.-p10)
P1-Pnl) =1 undefined if p; = HALT.

(Since rowing machines consist only of closed rows, we need not define the evaluation function
for the case where the PC is a variable. Also, since all the p,, are closed, the substitution is trivially
capture-avoiding.)

6.5.4. Notational conventions:

1. When the symbol “—” appears as the ith component of a compound row [ay..a;,](p1..p5), it
stands for the variable «;.

2. To avoid a proliferation of variable names in the examples and definitions below, we some-
times use numerical indices (like deBruijn indices [56]) rather than names for variables: the
“variable” #n refers to the n'' bound variable of the row in which it appears; ##n refers to
the n'h bound variable of the row enclosing the one in which it appears; and so on.

3. When these abbreviations are used, the binding lists [ .., ] are omitted.

For example, the nested row [aj..a3]{aq, [B1..03](1, B1, B3), @1) would be abbreviated as
(—, (##1,#1, —), #1).
4. It is convenient to introduce names for closed rows and use these to build up descriptions
of other rows. For example, the compound row
(1, #1, #1), #3, #2), (—, —, —), (#1,#1, #1))
might be written as
(Z,Y,X),
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where
X = (#1,#1,#1)
Y = <_7_7_>
Z = (X, #3,#2).

6.5.5. Definition: A rowing machine R halts if there is a machine R’ such that R —> R’ and the
PC of R’ is the instruction HALT.

6.5.6. Example: The simplest rowing machine, (HALT), halts immediately. The next simplest,
((HALT)), takes one step and then halts. Anothersimple one, ((—)), leads to an infinite elaboration
with every state identical to the first.

6.5.7. Example: The machine

(LoOP, A, B),
where
LOOP = (—,#3,#2)
A = anarbitrary row

B an arbitrary row

executes an infinite loop where the contents of the second and third register are exchanged at
successive steps:

(Loor, A, B)
—nr (LOOP, B, A)
—nr (LOOP, A, B)

—R
6.5.8. Example: The row
BRI = (#2, —)

encodes an indirect branch to the contents of register 2 at the moment when BRI is executed. The
machine

(BRI, (BRI, (BRI, HALT)))

elaborates as follows:
(BRI, (BRI, (BRI, HALT)))
—nr  ((BRI, (BRI, HALT)), (BRI, (BRI, HALT)))
—nr (BRI, (BRI, HALT))
—nr  ((BRI, HALT), (BRI, HALT))
—nr (BRI, HALT)
—pr  (HALT, HALT).
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6.6 Encoding Rowing Machines as Subtyping Problems

We now show how a rowing machine R can be encoded as a subtyping problem F(R) such that
R halts iff 7(R) is derivable in FZ.

The idea of the translation is that a rowing machine R = (p1..p,) becomes a subtyping
statement F(p) of the form

b < (L F (1)),

(where we use F to denote the translation of both rowing machines and rows), constructed so
that
e if p; = HALT, then the elaboration of F(R) halts (by reaching a subproblem where Top
appears on the right-hand side);

o if p1 = [a1..0,,]{p11..p15), then the elaboration of F(R) reaches a subproblem that encodes

the rowing machine £({p1..p,)) = ({p1/a1 .. pn/on} p11 .. {p1/1 .. pr/0n} p1n)-
In more detail, if R = ([a1..0,](p11..p1n)--pn), then F(R) is essentially the following:

VY17 (V<71 - 1S )
< V<F(p1) - 1SF(pn). ~(Voq..au,. (Yo <F(p11) .. &), <F(p1n). = F(p11))).
The elaboration of this statement proceeds as follows:

1. The current contents of the registers p1..p,, are temporarily saved by matching the quantifiers
on the right with the ones on the left; this has the effect of substituting the bounds F(p1) ..
F(pr) for free occurrences of the variables 71 .. 7, on the left-hand side.

The right- and left-hand sides are also swapped (by the — constructor on both sides), so that
what now appears on the left is a sequence of variable bindings for the free variables a;..a,
of P1:

F Vai..a,. ﬂ(Va’lﬁf(pn) . Oz%ﬁf(pln). ﬁf(pll))

< VEF(p1) AL <F (pn). -

2. The saved contents of the original registers now appear on the right-hand side. When these
are matched with the quantifiers on the left, the result is that the old values of the registers
are substituted for the variables a;..a,, in the body

(Vo< F(p11) - 0, <F(p1n). = F(p11))
of the left-hand side.
Swapping right- and left-hand sides again yields a statement of the same form as the
original, where the appropriate instances of F(p11) .. F(p1,) appear as the bounds of the
outer quantifiers on the right:

oo < (Yo <{F(p1)/a1 .. Flpn)/an} F(p11) -
a, A F(p1)/ar .. F(pn)/an} F(p1n)-
' ~{F(p1)/e1 .. F(pn)/on} F(p11)
ie.,

Foo. < (Vn{F(p1) /a1 .. Flpn)/an} Flp11) -
T F (p1)/ a1 - F(pn)/an} F(p1n)-
~{F(p1)/er . Flpn)/an} Fp11)-
To be able to get back to a statement of the same form as the original, one piece of additional

mechanism is required: besides the n variables used to store the old state of the registers, a variable
70 is used to hold the original value of the entire left-hand side of F(R). This variable is used at
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the end of a cycle to set up the left hand side of the statement encoding the next state of the rowing
machine.

The formal definition of the translation is as follows.
6.6.1. Definition: Let p be a row of width n. The FZ-translation of p, written F(p), is the n-negative
type -

oy if p=ay
Flp)=1< Y70, 01 .. . _,(V,/(/)S,m a1 <F(p1) .. o, <F(py). —J—"(pl)) if p = [a1..a.]{p1..Pn)
V70, @1 .. a,. —Top if p = HALT,

where 7, 7(, and o through o/, are fresh variables.
The proofs below rely on two simple observations:
6.6.2. Fact:
1. The free variables of p coindide with the free type variables of 7(p).

2. Fpr/aa - pufant p) = {F(p1)/ar . F(pn)/an} F(p)-

6.6.3. Definition: Let R = (p;..p,) be a rowing machine. The Ff-translation of R, written F(R),
is the FZ statement -

F o < Vqoso, 112 F(p1) - 1nsF (pn). 2 F(p1),

where 0 = V70, 71-7%- 7(Y70570, 71571 - 75,57 770) and 70, 71, - - ., 7 are fresh type variables.
(Note that o occurs on both sides.)

6.6.4. Fact: This definition is proper —i.e., F(R) is a well-formed F7-statement for every rowing
machine £. -

6.6.5. Lemma: If R —p R/, then F(R) —=p F(R').
Proof: By the definition of the elaboration function for rowing machines, ® = (p1..p,), where
p1 = [a1..a,](p11.-p1n), and R’ = ({p1/a1 .. pn/an} p11 .. {p1/01 .. pn/an} p1n). Let

o = V70, 71-Vn- (¥70<70, 11571 - T SVn- 770)-

Now calculate as follows:

F(R)
= + o
< V<0, 112 F(p1) - ¥nSF(pn). = F(p1)
= F Y70, 717 (¥79570, 11371 - Y5 5Yn- 770)
< V<0, 112 F(p1) - ¥aSF(pn). = F(p1)
—r b Ao/v0, Flp1)/n - Flpn)/ 1} Fp1)
< Aa/v0, Flp)/71 - F(pa)/ v} (F70570, 11571 - 70 5%n- —70)
= F Fm)
< V<0, 1SF(p1) - 1S F(pn). —o
= F V90, a1.0,. 2(V75570, 1<F(p11) - a5, SF(p1n). 7 F(p11))
< V80, 112 (p1) - 1S F (pn). mo
= F V9, a1.0,. 2(V75570, 1<F (p11) - a5, <F(p1n). 7 F(p11))
< Voo, 1<F(p1) .. an<F(pp). —0
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—r F Ao/v, F(p1)/er .. F(pn)/an}o
< Ao/, F(p1)/ar .. F(pn)/an}
(V70<70, e1<F (p11) - a5, <F (p15). ~F(p11))
= + o
< Vy <o,
o) < ({F(p1)/a1 .. F(pn)/an} F(p11)) -
ay, < ({F(p1)/ar .. Fpn)/an} F(p1n))-
~({F(p1)/ea .. Flpn)/an} Flp11))
= + o
< Vo <o,
71 < ({F(p1)/ar .. Fpn)/an} F(p11)) -
Yo < ({F(p1)/ a1 .. Fpn)/an}t F(p1n))-
~({F(p1)/ea .. Flpn)/an} Flp11))
= F(R). O
6.6.6. Lemma: If R = (HALT, p;..p,,), then F(R) is derivable in FZ.
Proof: Let )

P -~ -~ ﬁ// -~ , -~ ﬁ// -~ -~
o = Y70, 71-Yn- (Y7070, 71571 -+ ¥ S0 770)-

Then
F(R)
= + o
< Vyo<o, 1<F(HALT) .. 7,<F(pn). ~F(HALT)
= F Y70, 710 2(¥70570, 11571 - 10 SYn- 70)
< Vyo<o, 1<F(HALT) .. 7,<F(pn). ~F(HALT)
—r {0/, F(HALT)/71 .. F(pn)/7n} F (HALT)
< Aa/v0, F(HALT) /71 -« F(pn)/¥n) (V795705 V1571 - 1 S7n- 770)
= +  F(HALT)
< VS0, 1 SF(HALT) .. 9, <F (pn). no
= F Vy,01.. a, -Top
< VS0, 1 SF(HALT) . 7, <F (pn). —o
—F l— g
< Top,
which is an instance of FTOP. O

6.6.7. Corollary: The rowing machine R halts iff 7(R) is derivable in F£.

6.6.8. Remark: It is natural to ask whether Ghelli’s nonterminating example (6.2.3) is the image
of some rowing machine under this translation. The answer is “almost.” Although the style
of divergence in Ghelli’s example is suggestive of the stepping behavior of translated rowing
machines, every rowing machine translation involves a type o of appropriate width, which is not
present in Ghelli’s example.
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6.7 Two-counter Machines

This section reviews the definition of two-counter Turing machines; see, e.g., Hopcroft and Ull-
man [78] for more details.

6.7.1. Definition: A two-counter machine is a tuple (PC, A, B, 1;..1,,), where A and B are nonneg-
ative numbers and PC and I; through I,, are instructions of the following forms:

INCA=m
INCB=m
TSTA=m/n
TSTB=m/n
HALT.

with m and n in the range 1 to w.

6.7.2. Definition: The elaboration function £ for two-counter machines is the partial function
mapping 1" = (PC, A, B, I1..1,) to

(I,., A+1, B, I1..1,,) if PC = INCA=m

(I., A, B+1,1;..1,) if PC = INCB=m

(I,., A, B, I..1,;) if PC = 1STA=m/nand A =0
ET)=< (I,,A-1,B,11..1,) ifPC=TSTA=m/nand A >0
(I., A, B, I..1,,;) if PC = 1STB=>m/nand B =0
(I,, A, B-1, 1..I,) if PC=T1STB==m/nand B >0
undefined if PC = HALT.

6.7.3. Convention: For the following examples, it is convenient to assign alphabetic labels to the
instructions of a program. By convention, the instruction with label START is used as the initial
PC, and the initial value in both registers is 0.

6.7.4. Example: This program loads register A with the value 5, then tests the parity of register A,
halting if it is even and looping forever if it is odd:

START INCA=-I1

11 INCA=12

2 INCA=13

3 INCA=14

14 INCA=E

E TSTA=-OK/O
¢ TSTA=-LOOP/E

LOOP INCA=LOOP
OK HALT.

6.7.5. Example: This program loads 5 into register A and 3 into register B, then compares A and
B for equality by repeatedly decrementing them until one or both become zero; if both do so on
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the same iteration, the program halts; otherwise it goes into an infinite loop.

START INCA=-I1

11 INCA=12

12 INCA=13

13 INCA=-14

4 INCA=]J0

J0 INCB=]1

71 INCB=]2

12 INCB=LL

LL TSTA=>AZ/AS
AZ TSTB=>AZBZ/AZBS
AS TSTB=>ASBZ/LL
AZBZ HALT

AZBS INCA=-AZBS
ASBZ  INCA=-ASBZ.

6.7.6. Definition: A two-counter machine T halts if T —=p T’ for some machine 7’ =
(HALT, A’, B', I1..1,,).

6.7.7. Fact: The halting problem for two-counter machines is undecidable.

Proof sketch: Hopcroft and Ullman [78, pp. 171-173] show that a similar formulation of two-
counter machines is Turing-equivalent. (Their two-counter machines have test instructions that
do not change the contents of the register being tested and separate decrement instructions. It is
easy to check that this formulation and the one used here are inter-encodable.) g

6.8 Encoding Two-counter Machines as Rowing Machines

We can now finish the proof of the undecidability of F< subtyping by showing that any two-
counter machine 7’ can be encoded as a rowing machine R(7’) such that 7" halts iff R(7") does.

The main trick of the encoding lies in the representation of natural numbers as rows. Each
number n is encoded as a program (i.e., a row) that, when executed, branches indirectly through
one of two registers whose contents have been set beforehand to appropriate destinations for the
zero and nonzero cases of a test; in other words, n itself encapsulates the behavior of the test
instruction on a register containing n. The increment operation simply builds a new program of
this sort from an existing one. The new program saves a pointer to the present contents of the
register in a local variable so that it can restore the old value (i.e., one less than its own value)
before executing the branch.

The encoding R(1’) of a two-counter machine I’ = (PC, A, B, I;..1,,) comprises the following
registers:
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#1 R*(PC)

#2 RY(A)

#3 RE(B)

#4 address register for zero branches

#5 address register for nonzero branches
#6 R™(1h)

#6tw—1 RY(I,).
We use four translation functions for the various components:
1. R(T") is the encoding of a the two-counter machine 7" as a rowing machine of width w+5;

2. R™¥(I) is the encoding of a two-counter instruction / as a row of width w+5;

3. RY(n) is the encoding of the natural number n, when it appears as the contents of register
A, as a row of width w+5;

4. RE(n) is the encoding of the natural number n, when it appears as the contents of register
B, as a row of width w+5.

6.8.1. Definition: The row-encoding (for w instructions) of a natural number n in register A, written
R%(n), is defined as follows:

R%(0) = (#4,—, —, HALT, HALT, — .. —)
w times
R4 (n+1) = (#5, RY(n), —, HALT, HALT, — $ —).
w times

The row-encoding (for w instructions) of a natural number n in register B, written Rg(n), is
defined as follows:

R%(0) = (#4, —, —, HALT, HALT, — .. —)
w times
RE(n+1) = (#5,—, RE(n), HALT, HALT, — .. —).
w times

6.8.2. Definition: The row-encoding (for w instructions) of an instruction I, written R* (1), is
defined as follows:

RY(INCA=m) = (#m+5, (#5, ##2, —, HALT, HALT, — .. —), —, HALT, HALT, — .. —)
R™(INCB=m) = (#m+5, —, (#5, —, ##3, HALT, HALT, — .. —), HALT, HALT, — .. —)
RY(TSTA=m/n) = (#2,—, —, #m+5,#n+5, — .. —)

RY(TSTB=m/n) = (#3,—, —, #m+5,#n+5, —..—)

R™(HALT) = (HALT, —, —, HALT, HALT, — .. —).

6.8.3. Definition: Let 7' = (PC, A, B, I;..1,,) be a two-counter machine. The row-encoding of T,
written R(T’), is the rowing machine of width w+5 defined as follows:

R(T) = (R¥(PC), RY(A), RE(B), HALT, HALT, R*(11) .. R*(1y))-

6.8.4. Lemma: If T — 7 17, then R(T) —r R(T").
Proof: Let7 = (PC, A, B, I;..1,,). Proceed by cases on the form of PC.
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Case: PC = INCA=m
Then T’ = (I,., A+1, B, I..1,,). Calculate as follows:
R(T)

= ((#m+5, (#5, ##2, —, HALT, HALT, — .. —), —, HALT, HALT, — .. —),
RA(A), RE(B),
HALT, HALT,
R¥(Iy) .. R¥(1y))

—R (Rw(Im)v

(#5, RY%(A), —, HALT, HALT, — .. —), RB(B),
HALT, HALT,
R¥(I1) .. R¥(1y))
= R(T).
Case: PC = INCB=m

Similar.
Case: PC = TSTA=m/n
Calculate as follows:
R(T)
= ((#2,—, —, #m+5,#n45, — .. —),
RY(A), RE(B),
HALT, HALT,
R¥(I1) .. R*(1y))
—r (R4(4),

RY(A), RE(B),
R¥(1), R¥(1,),
R¥(I1) .. R*(1y))

There are two subcases to consider:

Subcase: A =0
Then
RY(A) = (#4,—, —, HALT, HALT, — .. —)
T = (In, A, B, I..1,).

Continue calculating as follows:

((#4, —, —, HALT, HALT, — .. —),

4(4), RE(B),
HALT, HALT,
R¥(Iy) .. R¥(1y))
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= RIT).
Subcase: A >0
Then
RY(A) = (#5, R¥(A-1), —, HALT, HALT, — .. —)
T! = (I, A-1, B, L,..I,).

Continue calculating as follows:

((#5, R'{(A—1), —, HALT, HALT, — .. —),
RA(A), Ry(B),
R¥(In), R (1),
R¥(Iy) .. R¥(1y))
—nr (R"(I),
RE(A=1), RE(B),
HALT, HALT,
R¥(I1) .. R*(1y))
= R
Case: PC = TSTB=m/n
Similar.
Case: PC = HALT
Can’t happen. O
6.8.5. Lemma: If 7" = (HALT, A, B, I;..I,,), then R(T') halts.
Proof: Immediate. O

6.8.6. Corollary: 7 halts iff R(7") does.
6.8.7. Theorem: The Fc subtyping relation is undecidable.

Proof: Assume, for a contradiction, that we had a total-recursive procedure for testing the
derivability of subtyping statements in F<. Then to decide whether a two-counter machine 7’
halts, we could use this procedure to test whether 7(R(1')) is derivable, since

T halts
iff R(T') halts by Corollary 6.8.6
iff F(R(T))is derivablein FZ by Corollary 6.6.7
iff F(R(T))is derivablein FZ by Lemma 6.4.9
iff F(R(T))is derivablein F¥ by Lemma 6.3.9
iff F(R(T))is derivable in F« by Lemma 2.6.11. g

6.9 Undecidability of F. Typechecking

From the undecidability of /< subtyping, the undecidability of typechecking follows immediately:
we need only show how to write down a term that is well typed iff a given subtyping statement
ko < 7is derivable. One such term is: A fit—Top. Aa:o. f a.
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6.10 Undecidability of F,

6.10.1. Definition: Let 7 be an F2 type. Then 7+ is the Fx type formed by replacing instances of
Top in 7 by T. This translation is extended to F’2 terms, contexts, and statements in the obvious
way. -
6.10.2. Lemma: (—); is an embedding of F2 into Fx: if J = I' F ¢ < 7 is an FZ subtyping
statement, then .J; is derivable in F, iff J is derivable in F2. B
Proof: (<) Straightforward.

(=) By Theorem 4.2.8.12, T'y For < 7+ — thatis, '+ For < X=1, where 7+ = X=1 and
either ¢ = A[¢1..¢,] or ¢ = a. Proceed by induction on this derivation.
Case ASUBR-INTER: ¢ = A[¢1..0]

By the form of F2 statements (6.3.6), 7 must have either the form Yay<r .. a,,<7,,. =7’ or the

form Top. The first case does not apply, since then 7+ could not have the form X = A[¢1..¢,,].
In the second case, the result is immediate by rule DTOP.

Case ASUBL-INTER: 9 = « or = Ao1--Om)
Can’t happen: there is no n-negative type o such that o+ = A[¢1..¢:].
Case ASUBL-ARROW: % = a o1 = P1—¢
Can’t happen: there is no n-negative type o such that o = ¢1—¢;.
Case ASUBL-ALL: ¢ =« o1 = Vag<og. ¢
By the form of o+,
o =Vag..a,. ~0’,
SO
o1 =Yop<T..a,<T. Va'<o'. .
Now by the form of algorithmic derivations (4.2.8.4), a derivation of
I't FYo<T..a,<T.Va'<o'. o/ < X=a
must end with a chain of n instances of ASUBL-ALL with trivial instances of ASUBR-INTER

as their left-hand subderivations, preceded by an instance of ASUBL-ALL whose left-hand
subderivation has the conclusion

I, ap<th .. <ty - ¢, < H:Nﬂrv

where
T =Voo<ry .. ap <ty o7’
Tir =
[ — !
TT = ¢ .

By the induction hypothesis,
T, ap<rg .., <1, B 77 < o'
By DALLNEG,
I' F Vag..a,. n0' < Yag<ry..a,<m,. 7.
Case ASUBL-REFL: % = « or =« X =[]

Can’t happen: there is no n-positive type 7 such that 7+ = a.
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Case ASUBL-TVAR: 9 = « or =0 I+ FI+(8) < 7r
By the induction hypothesis, I' F I'(3) < 7. By DVAR, I' - § < 7. O

6.10.3. Corollary: The F, subtyping relation is undecidable.

6.10.4. Theorem: The F, typing relation is undecidable.
Proof: The F, term Aa. A fit—a. Aaio. f ahastype Va. (t—a)—o—aiff [ ¥ o < 7. O

6.11 Related Systems

The proof of undecidability presented here extends straightforwardly to the notion of F-bounded
quantification proposed by Canning, Cook, Hill, Olthoff, and Mitchell [18].

It appears likely that a similar argument can be used to show that Pavel Curtis’s more general
system of constrained quantification [53] is undecidable.

6.12 Discussion

The undecidability of F< will perhaps surprise many of those who have studied, extended,
and applied it since its introduction in 1985. But it may turn out that language designs and
implementations based on F< will not be greatly affected by this discovery. Here are some
reasons for optimism:
1. The algorithm has been used for several years now without any sign of misbehavior in
any situation arising in practice. Indeed, constructing even the simplest nonterminating
example requires a contortion that is difficult to imagine anyone performing by accident.

2. A number of useful fragments of F< are easily shown to be decidable. For example:

o The prenex fragment, where all quantifiers appear at the outside and quantifiers are
instantiated only at monotypes (types containing no quantifiers).

¢ A predicative fragment where types are stratified into universes and the bound of a
quantified type lives in a lower universe than the quantified type itself.

e Cardelli and Wegner’s original formulation where the bounds of two quantified types
must be identical in order for one to be a subtype of the other.

Though semantically unappealing, this formulation of /< appears strong enough to
include essentially all useful programming examples. The only known examples that
require the more general quantifier subtyping rule are those involving bounded exis-
tential types, which correspond to “partially abstract types” (c.f. [33]) under Mitchell
and Plotkin’s correspondence between abstract types and existential types [97]. Par-
tially abstract types are a generalization of abstract types where some of the structure
of the representation type is known but its exact identity remains hidden. Interest-
ing subtype relations between partially abstract types can only arise from the full Fx
quantifier subtyping rule.

3. The best known subtyping algorithms for these fragments are essentially identical to the
algorithm FZ'.

4. On well-typed expressions, a type synthesis algorithm based on F7 is guaranteed to ter-
minate, since it will only ask questions to which the answer is “yes.” (Note that this is not
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true of the type synthesis algorithm for F,, however: the algorithm given in Section 4.3.2
may need to ask both “yes” and “no” subtyping questions to synthesize a minimal type for
a given term.)



Chapter 7

Examples

This chapter develops a broad collection of examples illustrating the expressiveness and exploring
the potential practicality of type systems based on F,. We first describe the notational conventions
used by the prototype implementation (Section 7.1), then proceed to the first set of examples
(Section 7.2). These are largely based on sample programs given in Reynolds” report on the
Forsythe language [121] — Forsythe being the closest extant relative of F, — and serve both
to give the feel of programming in a Forsythe-like language and to show some specific points
where Forsythe itself could be simplified and generalized using mechanisms studied in this
thesis. Section 7.3 makes a short digression to show how intersection types can be used to define
procedures with optional arguments; Section 7.4 generalizes this idea to suggest a mechanism for
user-defined coherent overloading. The next examples (Sections 7.5 and 7.6) illustrate a novel
style of programming using intersection types, where basic datatypes can be refined into small
abstract lattices (distinguishing, for example, the type of empty lists from that of nonempty lists)
and functions over them given correspondingly refined types, encoding the kind of information
that might be obtained by conventional abstract interpretation or strictness analysis. In Section?7.7,
we verify that the ability to perform these refined static analyses during typechecking is inherent
in the core calculus itself (rather than arising from some special choice of primitive types and
constants) by showing how to express some of the earlier examples in pure F5 using extensions of
the well-known encodings of inductive datatypes in the polymorphic A-calculus. In Section 7.8,
we discuss the process of programming in F, and illustrate some useful debugging techniques.
Section 7.9 applies the “encoding” of bounded quantification as unbounded quantification and
intersections (c.f. Section 3.5) to some of the earlier examples.

7.1 Conventions

The examples in the remainder of the chapter rely on a prototype typechecker for F,, implemented
in about 5000 lines of Standard ML [93]. Sample sessions with the typechecker have been typeset
directly from the output of the running system: text files containing both the input portions of the
examples and raw TgX sources for the running commentary are passed through the typechecker,
which inserts its responses at the appropriate points.

The system maintains a notion of the “current pervasive context,” to which new definitions
are cumulatively added. For example, a new type variable Real may be introduced by specifying
its bound:

> Real < T;

130
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Later definitions and expressions are understood relative to a pervasive context in which Real
is defined:

> jdReal = \x:Real. x;
i dReal : Real -> Real

> |Int < Real;

> check Real ->Int < |Int->Real;
Yes

> check Int->Int < Real ->Real ;
No

> polyldlint = \\A<Int. \a: A g;
polyldint : Al A<Int. A-> A

Similarly, new term variables, corresponding to primitive constants, may be added to the
pervasive context:

> zero : Int,
> plus : Int ->1Int -> Int;

Definitions are terminated by either a semicolon or a comma. The system keeps reading
comma-separated definitions until it reaches a terminating semicolon, at which time the whole
collection is processed and any responses printed:

> one : Int,

> two = plus one one,

> four = plus two two,

> double = \x:Int. plus x x;

two : Int
four : Int
double : Int -> Int

If a term is entered without a name, it is named “i t ” by default:
> doubl e (plus four two);
it : Int
> plus it it;
it : Int
The typechecker provides a simple facility for transparent type abbreviation. An identifier
may be associated with a type expression introduced by the “==" symbol:
> BinFun == Int->Int->Int;
The abbreviation Bi nFun is completely equivalent to the longer expression. Instances of
Bi nFun are expanded to I nt - >I nt - >I nt, as necessary, during typechecking:

> \f:BinFun. \x:Int. f x Xx;
it : BinFun -> Int -> Int

Conversely, when types are printed, instances of | nt - >I nt - >I nt are collapsed to Bi nFun:

> \x:Int. \y:Int. plus x vy;
it : BinFun
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7.2 Examples from the Forsythe Report

The Forsythe language [121] is in many respects the closest relative of the Fx calculus. Briefly,
Forsythe is a normal-order language combining functional and imperative features, whose exe-
cution model is based on Algol 60 [98] and whose core type system is the first-order calculus of
intersection types described in Section 2.3.

Since we have not proposed a specific set of basic datatypes for a language based on Fx, we are
not in a position to make a detailed comparison of the two systems as programming languages.
Instead, the examples in this section illustrate some of the possible properties of a Forsythe-like
programming language based on F,, and underscore some points where the additional expressive
power of second-order polymorphism might be used to generalize constructs already present in
Forsythe.

Itis also worth noting that we make only minimal use of bounded quantification (as opposed to
ordinary unbounded quantification) here. Practical examples motivating bounded quantification
tend to involve language features (e.g., records) that we have not considered.

The primitive datatypes of Forsythe include the numeric types of integers and reals, the type of
booleans, and the type of characters, plus a primitive type Val ue that forms a common supertype
of all of the rest. These are modeled in F, by the following declarations:

> Value < T,

> Real < Val ue,
> | nt < Real,

> Bool < Val ue,
> Char < Val ue;

Forsythe includes a variety of primitive operators on these types. Here we give only a few
that will be needed later in this section:

>0 : Int,
>1: Int,
> plus: Int->Int->Int /\ Real ->Real - >Real ,
> mnus: Int->Int->Int /\ Real ->Real - >Real ,
> times: Int->Int->Int /\ Real ->Real - >Real ;

> true : Bool,

> fal se : Bool,

>if : Al A Bool ->A->A->A

> not : Bool -> Bool;

> eq : I nt->Int->Bool /\ Real ->Real - >Bool /\ Bool ->Bool - >Bool
> /\ Char - >Char - >Bool ,

> neq : I nt->Int->Bool /\ Real ->Real ->Bool /\ Bool - >Bool - >Bool
> /\ Char - >Char - >Bool ,

> leq : Int->Int->Bool /\ Real - >Real - >Bool ;

We depart from Forsythe in the typing of the i f primitive. Forsythe includes a “generalized i f ”
construct as a built-in syntactic form. Thei f used here drops the convenience of Forsythe’s i f in
favor of the broader generality of a polymorphic constant.

The primitive type Conmis the type of commands — simple imperative programs whose exe-
cution may affect the store:

> Comm < T;
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The related type Conpl is used for “completions”: imperative programs that are guaranteed
never to return (e.g., because they escape to a previously captured continuation). By neglecting
the fact that a Conpl will never return, we can regard it as a simple Conm this observation is
formalized as a primitive coercion from Conpl to Corm
> Conpl < Comm

The primitive constructor for commands is the sequencing operator bef ore (we also allow
bef or e to apply to a command and a completion, producing a completion in this case):
> before : Comm >Comm >Comm /\ Comm >Conpl - >Conpl ;

To make programs involving commands easier to read, we introduce some special syntax
reminiscent of the smgle -semicolon syntax for sequencing in many familiar languages: the

expression begin el ;; e2 ;; ... ;; en end is translated by the parser into (before el
(before e2 (... (before en-1 en)))).
> repeat5 = \c: Comm beginc ;; c;; c;; ¢ ;; c end,

repeat5 : Comm -> Conm
The whi | e operator provides basic iteration:
> while : Bool -> Conm -> Conm
The ski p command provides a convenient way of doing nothing:
> skip : Comm
The primitive means of creating completions is the escape operator. The argument to escape
is a function that accepts a completion and computes a command. Operationally, the completion

passed to this function aborts execution of the function and continues immediately from the point
where escape was called:

> escape : (Conpl->Comm) -> Comm
Forsythe includes a built-in syntactic form r ec for defining recursive values. In F,, we may
avoid dealing with recursive definition in the core language by introducing it as a polymorphic

constant f i x. This is slightly more verbose that Forsythe’s r ec, but avoids the problem (still open
for Forsythe) of synthesizing minimal types for programs involving r ec.

>fix : Al A (A>A -> A
The whi | e operator may also be defined in terms of f i x:
> while =

> \b:Bool. \c:Conm

> fix [Comm \next: Comm

> if [Comm b

> begin c ;; next end
> ski p;

while : Bool -> Comm -> Comm

Notice that the correct behavior of whi | e depends crucially on the normal-order reduction strategy
of Forsythe and our hypothetical language based on F,, since it requires that the guard b be
executed repeatedly.

One of the principal innovations of Forsythe was the separation of the normally atomic con-
cept of “variable” into two yet smaller units: expressions and acceptors, or sources and sinks.
Intuitively, a variable should be thought of not as a cell capable of either receiving or producing
a value, but as two separate (but normally connected) entities, one capable of producing values
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when evaluated and one capable of accepting values. We retain the names | nt , Real , Bool , and
Char for the primitive expression types and introduce the abbreviation XAcc = X -> Conm for
the four acceptor types. Then an XVar is just the intersection (thought of as a product, since the
relevant coherence condition is vacuous) of an X and an XAcc:

> |ntAcc == Int -> Comm

> Real Acc == Real -> Comm

> Bool Acc == Bool -> Comm

> Char Acc == Char -> Comm

> IntVar == Int /\ IntAcc,

> Real Var == Real /\ Real Acc,
> Bool Var == Bool /\ Bool Acc,
> CharVar == Char /\ CharAcc;

Again, the readability of programs is enhanced by a pinch of syntactic sugar; we letv : = e
abbreviate v e, so that assignment statements may be written in the familiar way:
> \v:IntVar. beginv :=plusv 1,;; v :=plus v v end,
it : IntvVar -> Comm

Variables are created by a primitive constructor newcel | . Here we follow the style of Forsythe
by letting the body of a newcel | expression be a function that expects to be passed the newly
created variable as its argument.

> newcell : Al A<value. All R A-> ((A\VA->Comm)->R) -> R

The first argument to newcel | is the type of the cell to be created. The second argument is the final
result type of the body that uses the new variable. The third argument is an expression whose
result will be the initial value of the new variable, and the fourth is the body itself. (N.b.: we
generalize Forsythe’s variable declarators by allowing the newly created cell to contain a value of
any subtype of Val ue, rather than explicitly mentioning the primitive types | nt, Real , Bool , and
Char . We also allow the body of the newcel | construct to have any type, where Forsythe restricts
it to one of six possibilities: Conm Conpl , I nt, Real , Bool , and Char .)
The variable constructors of Forsythe may now be defined using newcel | :

> newintCell = newcell [Int],

> newReal Cel | = newcell [Real],
> newBool Cel | = newcell [Bool],
> newChar Cel |l = newcell [Char];

newintCell : AIl R Int -> (IntVar->R) -> R

newReal Cell : All R Real -> (RealVar->R) -> R

newBool Cell : Al R Bool -> (BoolVar->R) -> R

newChar Cel | All R Char -> (CharVar->R) -> R

> newintVar = newmntCell [Int, Real, Bool, Char, Conm Conpl ],

> newReal Var = newReal Cel | [Int, Real, Bool, Char, Comm Conpl ],
> newBool Var = newBool Cel | [Int, Real, Bool, Char, Comm Conpl ],
> newChar Var = newChar Cel |l [Int, Real, Bool, Char, Comm Conpl ] ;
newl nt Var Int->(IntVar->Int)->lnt

/\ I nt->(IntVar->Real)->Real
/\ I nt->(IntVar->Bool) ->Bool
/\ Int->(lntVar->Char)->Char
/\ Int->(lntVar->Comm ->Conm
/\ Int->(lntVar->Conpl)->Conpl
newReal Var : Real - >(Real Var->Int)->Int
/\ Real - >(Real Var - >Real ) - >Real
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/\ Real - >( Real Var - >Bool ) - >Bool
/\ Real - >(Real Var - >Char) - >Char
/\ Real - >(Real Var - >Conmj - >Conm
/\ Real - >(Real Var - >Conpl ) - >Conpl
newBool Var : Bool - >(Bool Var->Int)->I nt
/\ Bool - >(Bool Var - >Real ) - >Real
/\ Bool - >( Bool Var - >Bool ) - >Bool
/\ Bool - >(Bool Var - >Char) - >Char
/\ Bool - >(Bool Var - >Conmj - >Conm
/\ Bool - >(Bool Var - >Conpl ) - >Conpl
newChar Var : Char->(CharVar->Int)->Int
/\ Char ->(Char Var - >Real ) - >Real
/\ Char ->(Char Var - >Bool ) - >Bool
/\ Char ->(Char Var - >Char) - >Char
/\ Char ->( Char Var - >Conmj - >Conm
/\ Char - >( Char Var - >Conpl ) - >Conpl

The Forsythe report develops a number of programs using these primitives. For example, here
is a simple iterative definition of the factorial function (c.f. [121, p. 29]):

> fact = \n:Int. \f:IntVar.
> newl nt Var 0 \k:Int Var.
> begi n

> f:=1;;

> whil e (neq k n)

> begi n

> k :=plus k 1 ;;
> tinmes k f
>

>

f

f
end
end;
act : Int -> IntVar -> Comnm

Using an extra newl nt Var, this version of factorial may be improved so that it evaluates its
initial argument only once. This is a common idiom in Forsythe, since it amounts to a call-by-value
parameter passing regime:

> fact2 = \n:Int. \f:IntVar.
> newl nt Var n \n: | ntVar.

> newli nt Var 0 \k:IntVar.

> begi n

> f:=1;;

> while (neq k n)

> begin k :=plus k1 ;; f :=tinmes k f end
> end;

fact2 : Int -> IntVar -> Comm

Similarly, we can use new nt Var to build a version that makes only one assignment of the
tinal result to the second parameter; this is essentially a call-by-result parameter:

> fact3 = \n:Int. \f:IntAcc.

> newintVar n \n:IntVar. newintVar 1 \localf:|ntVar.

> begi n

> (newi ntvar 0 \k:IntVar.

> while (neq k n)

> begin k :=plus k 1 ;; localf :=times k localf end) ;;
> f :=localf
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> end;
fact3 : Int -> IntAcc -> Comm

We may also, of course, give a traditional recursive formulation of factorial:
> fact = fix [Int->Int] \fact:Int->Int.
> \n:Int. nemntVar n \n:IntVar.
> if [Int] (egq n 0) 1 (times n (fact (mnus n 1)));
fact : Int -> Int

The default call-by-name procedure call semantics allows a variety of syntactic extensions to
be defined as user-level operations. Here is another kind of iteration construct:

> forup = \fromliInt. \to:lInt. \b:lntAcc.
> newl nt Var (minus from 1) \k:IntVar.
> new ntVar to \to:IntVar.
> while (leq k to) begin k :=plus k 1 ;; b k end;
forup : Int ->1Int -> IntAcc -> Conm
The f or up iterator provides a good opportunity for an illustration of the escape procedure.
The following function accepts an integer function of one argument and a range of integers in
which to search (linearly) for a particular value y of the function. If this value is found within the
specified range, the function immediately returns with no further search, using escape to jump
out of the body of the f or up:
> linsearch =\ X Int->Int. \fromlInt. \to:Int. \y:Int.
> \ present: Bool Acc. \j:IntAcc.
> escape \out: Conpl .
> begi n
> forup fromto \k:Int.
> if [Comm (eq (X k) y)
> begin present :=true ;; j := k ;; out end
> skip ;;
> present := fal se
> end;
linsearch : (Int->Int) ->1Int ->1Int ->1Int -> Bool Acc -> IntAcc -> Comm

7.3 Procedures With Optional Arguments

A completely different example of the practical utility of intersection types (in this case, even
tirst-order intersection types) comes from their ability to express procedures with default param-
eters. For example, we can give the type Stri ng->I nt->(String/\ Char->String) toabuilt-in
function that takes a string s and an integer i and returns both the string s padded with enough
blanks to make its length i and a function that, given a character c, returns s padded with enough
c’s to make its length i . The result of applying pad to s and i can either be used directly as a
string (by applying a pri nt function to it, for example) or further applied to a character c.
To implement this scheme, we assume the following primitives:

>pad : String ->1Int -> (String/\Char->String);
> print : String -> Unit;

> bl ank : Char;

> dot : Char;

>

mesg : String;

Now we can use pad and pri nt as described above:
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> print (pad nesg 10);

it @ Unit
> print (pad nesg 10 dot);
it @ Unit

In fact, this notion could be supported as a general language extension by introducing a built-in
polymorphic constant that is used to build functions with default parameters:

> default : AIl A Al B. (A->B) ->A-> (B/\A->B);

> nyprinpad : String -> Int -> Char -> String;
> nypad = \s:String. \l:Int. default [Char] [String] (nyprinmpad s |) blank;
nmypad : String->Int->String /\ String->Int->Char->String

A particularly interesting case occurs when B = A->C for some C. Then the value built by
defaul t cannot “tell,” from the context in which it is used (an application to something of type
A), whether its B component or its A- >B component is desired. In must essentially produce both
components, so that the application results in a new overloaded value of type C/\ B, i.e., O/ \ A- >C,
to which the same considerations apply.

7.4 User-defined Coherent Overloading

A turther language extension along the lines of the previous section is to provide a primitive gl ue
that allows user-defined coherent overloading. Given two values a and b, of types A and B, the
expression gl ue a b yields a value that, in a context where a value of type Ais expected, behaves
like a, and, in a context expecting a B, behaves like b.

> glue: Al A All BB A->B-> (A\B);

Then, for example, we can define our usual pl us function operating on both | nt and Real
from two more specialized versions:

> plusint @ Int->Int->Int;
> plusReal : Real ->Real - >Real ;

> plus = glue [Int->Int->Int] [Real ->Real ->Real] pluslnt plusReal;
plus : Int->Int->Int /\ Real ->Real - >Real

Of course, if gl ue a b is used in a context where either an Aor a Bis appropriate, the compiler
is free to choose either a or b as its value. If these do not behave coherently, then any coherence
guarantees provided by the language designer for the built-in types and type constructors are
nullified. Such constructs blur the distinction between the language designer and the expert
systems programmer, a facility that can be invaluable in rare circumstances but that should be
used sparingly. It may be advisable to explicitly mark sections of code where gl ue may be used
as “unsafe,” in the terminology of Modula-3 [28, 99].
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7.5 Modeling Abstract Interpretation

Perhaps the most useful property of programming languages with intersection types is that they
allow extremely refined types to be given for expressions — much more refined than is possible
in conventional polymorphic languages. Rather than a single description, each expression may
be assigned any finite collection of descriptions, each capturing some aspect of its behavior. This
means that, in the limit, the behavior of a program can be exactly described by the types assignable
to it. In more practical contexts, it offers both language designer and programmer a great deal
of flexibility in choosing behavioral primitives that capture salient properties of programs and
obtaining good descriptions of programs in terms of these primitives. Since we are working with
explicitly typed calculi, this requires effort in the form of type assumptions or annotations; in
general, as more effort is expended, better typings are obtained.

This section and the next illustrate these general observations by showing how various forms
of program analysis can be mimicked in the type system of languages with intersection types.
We concentrate first on performing some simple kinds of abstract interpretation, using the type-
checker, under explicit programmer control, to derive types encoding the same sorts of information
as might be obtained by a static analyzer during the code generation phase of a modern compiler.

Some of the following examples were suggested by conversations with Tim Freeman and
Frank Pfenning, whose independent work on refinement types for languages in the ML class [60]
shares many motivations and technical intuitions with what appears here. Hayashi has described
related work using refinement types in extracting programs from proofs [72].

It is important to note that we are switching semantic intuitions at this point. Previous sections
relied on the intuition that values of intersection types were represented at run time as tuples of
different (though coherent) values, as described in Sections 2.4.2 and 5.3. Here, and for the
remainder of the chapter, it makes more sense to think of expressions as denoting single run time
values, which an intersection type simply describes in several different ways. This point of view
corresponds to the untyped semantic models presented in Sections 2.4.1 and 5.1.

7.5.1 Booleans

The examples in previous sections used a primitive type Bool with twoelements, trueandf al se.
This picture can be refined by introducing two subtypes of Bool , called Tr ue and Fal se,

Bool

/ N\

True False

and giving more exact types for the constants t rue and f al se in terms of these refinements:

> Bool < T,
> True < Bool,
> Fal se < Bool ;

\%

true : True,
fal se : Fal se;

\%

The primitive i f can also be given a more refined type: if we know whether the value of the
test lies in the type Tr ue or the type Fal se, we can tell in advance which of the branches will be
chosen:
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>if : Al A (True -> A->T -> A
> /\ (False ->T ->A->A
> /\ (Bool -> A->A->A);

(The third typing is needed here because Fp’s types cannot express the idea that every element
of Bool is an element of either True or Fal se. This shortcoming, while not serious in practice,
motivates the investigation of a dual notion of union types, which we discuss briefly in Section 8.3.3.)

The refinement in the types of true, fal se, and i f can now be inherited by new functions
defined from these:

> or =

> \ x: True, Fal se, Bool . \y: True, Fal se, Bool .
> for Rin True, Fal se, Bool .

> if [Rl x true vy;

or : True->Bool ->True
/'\ Fal se->Fal se->Fal se
/\ Bool - >True->Tr ue
/\ Bool - >Bool - >Bool

This example illustrates several novel aspects of the style of programming being explored
here. For one thing, note the typechecker does not automatically discover the more refined type for
or : it must explicitly be instructed to consider all the necessary sets of assumptions. Annotating
the two abstractions with only the type Bool results in a strictly less refined typing:

> or = \x:Bool. \y:Bool. if [Bool] x true y;
or : Bool -> Bool -> Bool

A stranger element of the example is the type variable R The for expression introducing R
provides a kind of “guessing” behavior that is often necessary to achieve the desired type for
functions like or. Without R, we would get stuck trying to decide what type to provide as the
argument to i f . None of Bool , Tr ue, or Fal se will do the trick, since providing any one of these
would amount to asserting that this will be the result type of the i f in every case:

> or =
> \ x: True, Fal se, Bool . \y: True, Fal se, Bool .
> if [Bool] x true vy;

or : Bool -> Bool -> Bool

> or =
> \ x: True, Fal se, Bool . \y: True, Fal se, Bool .
> if [True] x true vy;

or : True->Bool ->True /\ Bool - >True->Tr ue

> or =
> \ x: True, Fal se, Bool . \y: True, Fal se, Bool .
> if [False] x true y;

or : False -> Fal se -> Fal se

The actual type that should be provided as the first argument toi f depends on the current set
of assumptions for the variables x and y: if both have type Tr ue, then the argument to i f should
be True, if both Fal se, then Fal se, etc. But this sort of calculation clearly cannot be expressed
in the type system of Fx. What turns out to work is simply guessing all three possibilities in turn.
Two out of three times, the result will be too large — it will come out as Bool when Tr ue or Fal se
would have been achievable, or it will simply be T — but one of the three will produce the desired
type. This type is guaranteed to be a subtype of the two “wrong” results, and so the intersection
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of the three is equivalent to the desired one. Here we show the internal form of the type actually
derived by the type synthesis algorithm, before it is simplified for printing:

> or =

> \ x: True, Fal se, Bool . \y: True, Fal se, Bool .
> for Rin True, Fal se, Bool .

> if [Rl x true vy;

or : True

->(True->((True/\True)/\T/\ (Bool /\ Bool ))
/\ Fal se->(/\[True] /\T/\ (Bool /\ Bool ))
/\ Bool ->(/\[True]/\T/\ (Bool /\ Bool )))

/\ Fal se
->(True->((True/\True)/\T/\ (Bool /\ Bool ))
/\ Fal se->(T/\/\[ Fal se]/\ (Bool /\ Bool))
/\ Bool ->(T/\T/\ (Bool /\ Bool )))

/\ Bool

->(True->(/\[True]/\T/\/\[Bool ])

/\Fal se->(T/\T/\/\[Bool ])

/\Bool ->(T/\T/\/\[Bool]))

i.e. True->Bool ->True

/\ Fal se->Fal se->Fal se

/\ Bool ->True->True

/\ Bool - >Bool - >Bool

This idiom — a for whose body is a type application where the only use of the type variable
introduced by the for is as the argument to the application — is so common that we introduce a
new abbreviatory form for it:

elr.m] € forainm.m,. ela (where « is fresh).
Then,
> or =
> \ x: True, Fal se, Bool . \y: True, Fal se, Bool .
> if [True, Fal se, Bool] x true vy;

or : True->Bool ->True
/'\ Fal se->Fal se->Fal se
/\ Bool - >True->Tr ue
/\ Bool - >Bool - >Bool

7.5.2 Lists

More interesting kinds of abstract interpretation can be performed on programs involving struc-
tured data like lists and trees.

For this example, we assume that the property of lists we are concerned with is whether they
are of even or odd length. As we did with the booleans, we assume a type Li st of finite lists of
natural numbers

> List < T,
with two immediate subtypes, Even and Odd, and one further refinement of Even, a special type
containing only Ni | :

> Even < List,
> (dd < List,
> Nil < Even;
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>nil @ Nl
We then state types for the primitive list operations in terms of this partial order:

car : List->Nat;

cdr : Even->Qdd /\ Odd->Even /\ List->List,

cons : Nat->Even->Qdd /\ Nat->0dd->Even /\ Nat->Li st->Li st,
null : Odd->False /\ N |->True /\ List->Bool;

V V V V

(Of course, even more refined types might be given for these. For example, we could
distinguish another type EvenCons of even-length, nonempty lists and give car the type
EvenCons->Nat /\ Odd- >Nat . However, this typing for car would prevent us from obtaining
the desired type for append below. This is a reminder that we are still in the business of type-
checking; the full power of arbitrary abstract interpretation methods should not be expected.)

As usual, we may define higher-level functions so that they inherit similar typings from the
primitives:
> cddr = \l:Even,Qdd,Ni |, List. cdr (cdr 1);
cddr : Even->Even /\ (Odd->Qdd /\ List->List

Finally, we can give a type to the append function showing that it maps, for example, pairs of
even-length inputs into even-length results.

Since append is defined using the explicitly typed fixpoint operator, we must begin by stating
the type we hope to obtain:

> AppType == Even->Even->Even

> /\ Even->Qdd ->Qdd
> /\ Odd ->Even->CQdd
> /\ Odd ->Qdd ->Even
> /\ List->List->List;

Now append is expressed as follows:
> append =
fix [AppType] \app: AppType.
\I1l:Even,dd, Nil,List. \Il2:Even,Odd, Ni |, Li st.
if [Even,Odd,Nil,List] (null 11)
2
(cons (car 1) (app (cdr 11) 12));
append : AppType
By providing more refined type information to the fixed point operator, we can obtain an even
more refined typing for append:
> AppType2 == Even->Even->Even
> /\ Even->CQdd ->0dd

\%

> /\ Odd ->Even->Qdd

> /\ Odd ->0dd ->Even

> /\ Nl ->Nil ->Nil

> /\ List->List->List;

> append2 =

> fix [AppType2] \app: AppTypeZ2.

> \l1:Even,Odd, Ni |, List. \Il2:Even, Qdd, Ni | , Li st .
> if [Even,Qdd,Ni |, List] (null 11)

> 2

> (cons (car 1) (app (cdr 11) 12));

append2 : AppType2
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7.5.3 Natural Numbers

Similar tricks also apply to programs involving natural numbers (which, after all, can be viewed
as lists of marks). Here we distinguish zero from the rest of the natural numbers:

> Nat < T,

> Zero < Nat,

> Pos < Nat;

> succ . Nat -> Pos,
pred : Nat -> Nat,
iszero : Zero->True /\ Pos->False /\ Nat -> Bool;

VvV Vv

Like append, the pl us function can be defined via an explicit fixed point. We state the type
that we hope to obtain,

> Pl usType == Zero->Zero-> Zero
> /\ Nat ->Pos -> Pos
> /\ Pos ->Nat -> Pos
> /\ Nat ->Nat -> Nat;

and provide sufficient guidance for the typechecker to infer this type for the body of the pl us:

> plus =

> fix [PlusType] \plus:PlusType.

> \'m Zer o, Pos, Nat. \n: Zero, Pos, Nat .

> if [Zero,Pos,Nat] (iszero m) n (succ (plus (pred m n));

plus : PlusType

Our treatment of both append and pl us suffers from the necessity of deciding, beforehand,
what type we want to obtain for them. If we program using a more restricted set of primitives —
for which, naturally, more exact types can be given — we can make the typechecker do more of
the work of discovering types for functions like pl us.

The pl us function may be defined in terms of a primitive iteration construct that takes a
number, together with a single-argument function on some result type N and a starting value of
type N, and computes the result of applying the function an appropriate number of times to the
given starting value:

> oiternat : Nat -> All N (N>N) -> N->N;

> oplus =
> \mNat. \n:Nat.
> oiternat m[Nat] succ n;

oplus : Nat -> Nat -> Nat

A more refined typing for the natural number iterator can be expressed in terms of Zer o and
Pos:

> jternat

> (Zero-> Al N, P<=N, Z<=N. (N->P) -> Z -> 2)
> /\ (Pos -> AIl N, P<=N, Z<=N. (N->P) -> Z -> P)
> /\ (Nat -> Al N, P<=N, Z<=N. (N->P) -> Z -> N);

Using this iterator, the same type as above may be obtained for pl us without declaring it in
advance:
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> plus =

> for Min Zero,Pos,Nat. for N in Zero, Pos, Nat.
> \mM \n:N

> iternat m[Nat, Pos] [Pos] [N succ n;

plus : Zero->Zero->Zero /\ Pos->Nat->Pos /\ Nat->Pos->Pos /\ Nat->Nat->Nat

We allow the types of both mand n to be any of Nat, Zer o, or Pos, checking the body separately
in each case. We need to apply malternatively to both the types Nat and Pos, to be sure of having
a name for the type of n; when mhas type Pos, the result type of the iteration is always Pos.
(Note that applying mto Zer o does not make sense, since this would amount to asserting that the
iteration of mover succ and n can return a zero result even when mis positive.)

7.6 Modelling Strictness Analysis

Strictness analysis [16] discovers situations in which the argument to a function will always be
evaluated in the course of evaluating the function’s body. This sort of information is useful,
for example, in the optimization phases of compilers for lazy functional languages. When a
given function is known to be strict in its argument, then whenever this function is applied, its
argument may immediately be evaluated (rather than being encapsulated in a closure) without
fear of introducing spurious nontermination in the transformed program. Since closures are
generally expensive to build, good strictness analysis can greatly enhance the quality of code
generated by compilers that useit. Like abstract interpretation, a simple form of strictness analysis
may be encoded in F, as a typechecking task. (For related treatments of strictness analysis as a
typechecking problem, see [84, 86].)

The technical approach here is slightly different than in the previous section: rather than
introducing subtypes encoding strictness information for every type used in a program, we deal
with strictness separately from ordinary typing, carrying along the partial results of strictness
analysis “beside” the normal typing information derived for expressions.

We begin with a new type constant Bt m representing divergent computations:

> Btm< T;

The types Bt mand T together form a two-point abstract lattice of strictness assertions: Bt mencodes
the information that a particular expression (typically an argument to a function) necessarily
diverges; T encodes the absence of such information.

We now add to the types of our primitive functions appropriate annotations in terms of Bt m
and T, indicating which arguments each primitive can be counted upon to evaluate. For example,
the constant t r ue always terminates

> true: Bool;

and the i f operation maps a Bool and a pair of A’s into an A (for any type A) and, furthermore,
that it always evaluates its first argument and also always evaluates either its second or its third
argument.

>if : Al A (Bool -> A->A->A

> /\ (Btm->T ->T -> Btm

> /\ (T->Btm->Btm-> Btm;

This type can be read as asserting that this information can now be inherited by functions built
up fromii f :

> or = \a:Bool,Btm \b:Bool,Btm if [Bool] a true b;

or : Bool ->Bool ->Bool /\ Btm >Bool->Btm/\ Btm>Btm >Btm
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Some other useful primitives can be given similar typings:
nil : List,
cons : Nat -> List -> List
/\ Btm->T -> Btm
/I\ T->Btm-> Btm
car : List -> Nat
/\ Btm-> Btm
cdr : List -> List
/\ Btm-> Btm
null : List -> Bool
/\ Btm-> Btm

7.6.1. Remark: Like the examples involving type refinement and abstract interpretation, this
application of intersection types strongly suggests an untyped semantic model. We do not think
of the typing information associated with strictness analysis as giving rise to any behavior at
run time. For example, the second and third elements of the type of cons are not thought of as
actual functions, but as predicates describing the behavior of a single function whose “real type”
is Nat - >Li st - >Li st . Of course, there is no harm in keeping the typed perspective and requiring
that some kind of functions with types Bt m >T- >Bt mand T- >Bt m >Bt mbe present at run time,
but it is less natural to do so.

VVVYVYVYVYVYVYV

\%

Using this information, we build higher-level functions, as before, for which the typechecker
can infer appropriate strictness information:

> AppType == List->List->List

> /\ Btm>T->Btm/\ T->Btm >Btm

> append =

> fix [AppType] (\app: AppType.

> \l1:List,BtmT.

> \l2:List,BtmT.

> (if [List] (null I1) 12 (cons (car 11) (app (cdr 11) 12))));

append : AppType

Finally, we can make use of the strictness information obtained by this method to introduce
a behavior-preserving “strictifier” that can only be applied to functions guaranteed to be strict
in their first argument. (This version of stri cti fy works on functions of between one and four
arguments that are strict:)

> strictify : Al A

> (A/\ Btm>Btm -> A

> I\ (AN Btm>T->Btm -> A

> I\ (AN Btm>T->T->Btm) -> A

> I\ (AN BEm>T->T->T->Btm -> A

Using strictify, we may define a version of append that evaluates its left argument before
its own body:

> |eftstrictappend = strictify [AppType] append;
leftstrictappend : AppType
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7.7 Refining Pure Encodings of Inductive Types

One of the main advantages of working with impredicative polymorphism in foundational inves-
tigations of static type systems is that a great variety of datatypes that ordinarily have to be given
as explicit extensions can be encoded directly in the pure calculus. These encodings allow a broad
range of issues to be investigated using very economical formal means. Later, when the time
arrives to design a full-scale language based on the results of these preliminary investigations, the
behavior of the encodings provides a strong guide for the proper behavior of the corresponding
primitive datatypes.

In this section, we use variants of the familiar encodings of algebraic datatypes such as natural
numbers and booleans to verify that the “abstract interpretation” behavior investigated in the
previous section arises naturally in the system and is not “rigged” by our assumptions about
primitive values like cdr and succ.

7.71 Church Arithmetic

We begin by reviewing the well-known encoding of the Church numerals in the polymorphic
A-calculus. (Readers unfamiliar with this encoding may find the more expository presentations
in [108, 120] helpful. Also see [38, 15, 103, 63, 29, 27].) We then show how to enrich this encoding
to model the “abstract lattice” used in Section 7.5.3, where zero is distinguished from the rest of
the numbers. Analogous extensions of the usual encodings of the arithmetic operators may now
be given types identical to those we assumed for them in Section 7.5.3.

Recall that Church’s numerals [38] are encoded in the ordinary polymorphic A-calculus as
elements of the following type:

> OigNat == AIl N (N>N) -> N-> N,

Operationally, the type argument Nto an element e of type Or i gNat specifies the type of the result
of the n-fold iteration of the argument s over the argument z, where n is the number coded by e.
In other words, a number is its own iterator:

> origlterNat =

> \mOigNat.

> VWN. Vs:N->N. \z: N

> m[N s z;
origlterNat : OrigNat -> Oi gNat

The first few natural numbers are encoded as follows:

> origzero = \\N. \s:N->N. \z:N z,

> origone = \\N. \s:N->N. \z:N s z,

> origtwo = \\N. \s:N->N. \z: N s (s z);
origzero : OigNat

origone : OrigNat

origtwo : OrigNat

Since we intend to distinguish zero from all other natural numbers, our refined encoding will
take three type arguments — one for the result of the n-fold iteration of s over z where » may
be either zero or positive, one for the result type of a 0-fold iteration (that is, the type of z itself)
and one for the result type of an n-fold iteration for some n > 1. Also, the function s must map
arbitrary elements of N to elements of P, and the starting point for the iteration, z, must have

type Z:
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> Nat == Al N Al P<N Al Z<N. (N->P) -> Z -> N,
> Zero == All N. All P<N. All Z<N. (N->P) -> Z -> Z,
> Pos == Al N Al P<N Al Z<N. (N>P) -> Z -> P,
> check Zero < Nat;

Yes

> check Pos < Nat;

Yes

Aside from their types, elements of Nat are precisely the same as the corresponding elements
of OrigNat:

> zero = \\N. \\P<N. \\Z<N. \s:(N>P). \z:Z. 7z,
>one = \\N \\P<N \\Z<N. \s:(N->P). \z:Z s z,
>two = \\N \\P<N. \\Z<N. \s:(N>P). \z:Z. s (s 2);
zero : Zero

one : Pos

two : Pos

The successor function for ordinary church numerals takes a numeral n as argument and
returns a new numeral that iterates s over z n times and then once more.
> origsucc = \n:OigNat. \\N. \s:N>N. \z:N. s (n [N s z);
origsucc : OrigNat -> OigNat

Successor for our new encoding is exactly the same, except that we explicitly allow for the
argument n to be of type Zer o or Pos, in addition to Nat , and check the body separately for each
case.
> succ = \n:Zero, Pos, Nat.
> VAN VAV P<N A\ Z<N. \s: (N->P). \z:Z
> s (n [N [Pl [Z] s z);
succ : Nat -> Pos

The sum of original-style Church numerals mand n is obtained by iterating the successor
function mtimes over n:
> origplus =\mOigNat. \n:OrigNat. m[OrigNat] origsucc n;
origplus : OrigNat -> OrigNat -> Oi gNat

Again, addition of our numerals is exactly the same, except that we need to be more careful
about the types.
> plus = for Min Zero, Pos,Nat. for N in Zero, Pos, Nat .
> \mM \n:N

> m [ Nat, Pos] [Pos] [N succ n;
plus : Zero->Zero->Zero /\ Pos->Nat->Pos /\ Nat->Pos->Pos /\ Nat->Nat->Nat

> two = plus one one;
two : Pos

Multiplication and exponentiation of our numerals can be defined in the same way.

> times = for Min Zero,Pos,Nat. for N in Zero, Pos, Nat.

> \mM \n:N

> m [ Nat, Zero] [N [Zero] (plus n) zero;

times : Zero->Nat->Zero /\ Pos->Pos->Pos /\ Nat->Zero->Zero /\ Nat->Nat - >Nat
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> exp = for Min Zero, Pos,Nat. for N in Zero, Pos, Nat.

> \mM \n:N

> n [Nat,Pos] [M [Pos] (tinmes m one;

exp : Zero->Pos->Zero /\ Pos->Nat->Pos /\ Nat->Zero->Pos /\ Nat->Nat - >Nat

Defining the predecessor function on Church’s original encoding was a significant feat in the
early days of A-calculus. To mimic it here, we first need pairing functions for numerals:

> ZeroZeroPr == All R (Zero->Zero->R) ->R
> ZeroPosPr == Al R (Zero->Pos->R)->R
> ZeroNatPr == All R (Zero->Nat->R)->R
> PosZeroPr == Al R (Pos->Zero->R)->R
> PosPosPr == Al R (Pos->Pos->R)->R
> PosNat Pr == All R (Pos->Nat->R)->R
> Nat ZeroPr == Al R (Nat->Zero->R)->R
> Nat PosPr == All R (Nat->Pos->R)->R
> NatNatPr == All R (Nat->Nat->R)->R
> pair = for P1 in Zero, Pos, Nat .
> for P2 in Zero, Pos, Nat.
> \pl:P1. \p2:P2.
> \WR \f:Pl->P2->R
> f pl p2;
pair Zer o- >Zer 0- >Zer oZer oPr
[\ Zer o- >Pos- >Zer oPosPr
/\ Zer o->Nat - >Zer oNat Pr
/\ Pos->Zer o- >PosZer oPr
/\ Pos->Pos- >PosPosPr
/\ Pos->Nat - >PosNat Pr
/\ Nat - >Zer o- >Nat Zer oPr
/\ Nat - >Pos- >Nat PosPr
/\ Nat - >Nat - >Nat Nat Pr
> fst = for Pl in Zero, Pos, Nat.
> \p: (Al R (P1->T->R)->R).
> p [P1] (\pl:P1l. \p2:T. pl),
> snd = for P2 in Zero, Pos, Nat.
> \p: (Al R (T->P2->R)->R).
> p [P2] (\pl:T. \p2:P2. p2);
fst : (Al R (Zero->T->R)->R)->Zero
/I\ (Al R (Pos->T->R)->R)->Pos
I\ (Al R (Nat->T->R)->R)->Nat
snd : (Al R (T->Zero->R)->R)->Zero
I\ (All R (T->Pos->R)->R)->Pos
I\ (Al R (T->Nat->R)->R)->Nat
> pred = \n: Pos.
> snd (n [NatNatPr] [PosNatPr] [ZeroZeroPr]
> (\ p: Nat Nat Pr .
> pair (succ (fst p)) (fst p))
> (pair zero zero));

pred : Pos -> Nat

(For the sake of the example, this version of pr ed only takes positive numbers as arguments. Of
course, by giving more possible types for the parameter n, we could allow pr ed to accept arbitrary
natural numbers.)
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There is another way — somewhat less well known — of encoding the basic arithmetic
functions on Church numerals (see [120]):

> altorigplus =

> \mOrigNat. \n: OrigNat.

> VAN Vs:N->N. \z: N

> Mm[N s (n [N s z);
altorigplus : OigNat -> OigNat -> OigNat

> altorigmult =
> \mOrigNat. \n: OrigNat.
> VAN Vs:N->N.

> m[N (n [N s);
altorigmult : OigNat -> OigNat -> OigNat
> altorigexp =

> \mOrigNat. \n: OigNat.
> VAN

> n [N>N (m[N]);
altorigexp : OigNat -> OrigNat -> OigNat

This version of the arithmetic functions is interesting to try to emulate on our new encoding;
the solution involves some fairly tricky use of the for construct. Also, the exponential function in
this encoding requires iteration at higher types, which provides another good test of the limits of
this encoding. (It may provide an even better test of the limits of the encoder. It took several hours
to find a set of type annotations that would produce the desired typing for this version of the
exponential function and it seems likely that this set of annotations is not the simplest available.)

> altplus =

> \'m Nat, Zer o, Pos. \n: Nat, Zer o, Pos.

> VAN, VW P<N. \\Z<N.

> \'s: N->P. \z: Z

> m[NP [Pl [NP,Z] s (n [N [Pl [Z] s z);

altplus : Nat->Nat->Nat
/\ Nat - >Pos- >Pos
I\ Zero->Zero->Zero
/\ Pos->Nat - >Pos

The cases for multiplication and exponentiation are similar, but slightly more complicated.

altmult =
\'m Nat, Zer o, Pos. \n: Nat, Zer o, Pos.
VAN, VW P<N. \\ Z<N.
\'s: N->P.
m[N Z] [NP Z] [Z]
(n[N,Z] [NP,Z] [NP,Z] s);

altmult : Nat->Nat->Nat
/\ Nat ->Zer o->Zero
/\ Zer o->Nat ->Zero
/\ Pos->Pos- >Pos

> altexp =

> \m Nat, Zero, Pos. \n: Nat, Zer o, Pos.
> VAN VW P<N. \\ Z<N.

> n [N->N, N>P, N->N\ Z- >Z/ \ P- >P]
> [N->N, N->P, N- >N\ Z- >Z/ \ P- >P]
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> [N->P, N->N\ Z- >Z/\ P- >P]

> (mM[NP,Z] [NP,Z] [NP,2Z]);

altexp : Nat->Nat->(Al N Al P<N. Al Z<N. (N->P)->N->N)
/\ Nat->Nat->(Al N Al P<N Al Z<N. (N->N\Z->Z/\P->P)->N>N)
/\ Nat->Nat->(Al N Al P<N Al Z<N. (N->N\Z->Z/\P->P)->Z->7)
/\ Nat->Nat->(Al N Al P<N Al Z<N. (N->N\Z->Z/\P->P)->P->P)
/\ Nat->Zero->(All N Al P<N. Al Z<N. (N->P)->N >P)
/\ Zer o->Pos->Zero
/\ Zero->Pos->(All N Al P<N. Al Z<N. (N->P)->P->P)
/\ Pos->Nat->(All N. Al P<N. Al Z<N. (N->P)->N>P)

The type for this version of al t exp looks strange because it is actually smaller than we wanted.
By n-expanding its body, we can force it to have only the familiar typing:

> altexp =
> \m Nat, Zer o, Pos. \n: Nat, Zer o, Pos.
VAN VWV P<N \\ Z<N.
\s:N>P. \z: Z
n [N->N, N>P, N->N\ Z- >Z/ \ P- >P]
[N->N, N->P, N- >N\ Z- >Z/ \ P- >P]
[N->P, N->N\ Z- >Z/\ P- >P]
(m[N,P,Z] [NP,Z] [NP,2Z])
s z;
altexp : Nat->Nat->Nat /\ Nat->Zero->Pos /\ Zero->Pos->Zero /\ Pos->Nat->Pos

VVVVYVYVYV

The diagonalization of this exponential function is particularly interesting, since it involves a
polymorphic self-application.

> diag = \n: Nat, Zero, Pos. altexp n n;
diag : Nat->Nat /\ Zero->Pos /\ Pos->Pos

7.7.2 Booleans

Similarly, the usual Church-encoding of the booleans can be refined to distinguish between t r ue
and f al se, obtaining typings similar to those of Section 7.5.

> True == Al B. AIl TT<B. Al FF<B. TT -> T -> TT,
> False == AIl B. All TT<B. Al FF<B. T -> FF -> FF,
> Bool == Al B. All TT<B. Al FF<B. TT -> FF -> B;

> true = \\B. \\TT<B. \\FF<B. \x: TT. \y: T. x,
> false = \\B. \\TT<B. \\FF<B. \x: T. \y:FF. v;

true : True

fal se : Fal se

> not = \'m True, Fal se, Bool .

> m [ Bool ] [Fal se] [True] false true;

not : True->Fal se /\ Fal se->True /\ Bool - >Bool

> or = for Min True, Fal se, Bool .

> for Nin True, Fal se, Bool .
> \mM \n:N
> m[Bool] [True] [N true n;

or : True->Bool ->True
/\ Fal se->True->True
/'\ Fal se->Fal se->Fal se
/\ Bool - >Bool - >Bool
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7.8 Observations on Programming with F,

There are two novel aspects of the style of programming explored in this chapter that, together,
require new ways of thinking about the task of programming;:

e The typechecker never fails outright. Since every parseable term can validly be given the
type T, the notion of a term being ill-typed does not make sense in this framework. Instead,
we are forced to think in terms of a term having a minimal type that is larger than the one
we expect or prefer.

e We often specify multiple typing assumptions for several bound variables or type applica-
tions. We do not usually expect that every combination of assumptions is going to lead to
an interesting (non-T) typing for the term, so it would be irritating to have the typechecker
generate a warning when the best type for some subphrase is T. (This would, however,
be a good idea in the case where the subphrase is in the scope of only one set of possible
assumptions.)

Consider the following, slightly incorrect, version of the al t pl us operator from Section 7.7.1:

> altplus =

> for MMin Nat, Zero, Pos. for NN in Nat, Zero, Pos.

> \m MM \n:NN

> VAN, VWP<N. \\ Z<N.

> \'s: N>P. \z:Z

> m[NPl [Pl [NZ] s (n [N [Pl [Z] s 2);
altplus : Nat->Nat->Nat /\ Zero->Zero->Zero /\ Pos->Nat - >Pos

This expression has some of the types we expect, but it is missing Nat - >Pos- >Pos. To understand
what is wrong, we need some way of gaining insight into what is happening under the specific
set of assumptions where M= Nat and NN = Pos.

One helpful tool that the present prototype implementation provides for this purpose is a query
operator that has no effect on the typing or execution of terms, but that has the side effect during
typechecking of printing out the minimal type that has been synthesized for its body under the
current prevailing assumptions. We write query expressions as ?i : e, where e is the body and
i is an identifying tag used to distinguish output from this query from that generated by other
queries. For example, here is the broken version of al t pl us with three queries added at salient
points in its body:
> altplus =
> for MMin Nat, Zero,Pos. for NN in Nat, Zero, Pos.

\'m MM \n:NN
VAN VA P<N. \\ Z<N.
\'s: N->P. \z:Z
?body:
(?m (m[NP] [P] [N Z]))
s
(?n: (n [N [P] [Z] s 2));
MVENat, NN=Nat => m (N->P)->N>N
MVENat, NN=Nat  => n: N
MVENat , NN=Nat => body: N
MMENat, NN=Zero => m (N->P)->N->N
MvENat, NN=Zero => n: Z
MVENat, NN=Zero => body: N
MMENat, NN=Pos => m (N->P)->N->N
MVvENat , NN=Pos => n: P

VVVYVYVYVYV
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MVENat ,
MMVEZer o,
MMVEZer o,
MMVEZer o,
MMVEZer o,
MMVEZer o,
MMVEZer o,
MMVEZer o,
MMVEZer o,
MMVEZer o,
MMVEPoS,
MMVEPoS,
MMVEPoS,
MMVEPoS,
MMVEPoS,
MMVEPoS,
MMVEPoS,
MMVEPoS,
MMVEPoS,

altplus :

>
>

VVVVYVYVYV

NN=Pos => body: N
NN=Nat => m (N->P)->N->N\ (N >P)->Z->Z
NN=Nat => n: N
NN=Nat => body: N
NN=Zero =>m (N->P)->N->N\(N>P)->7Z->7
NN=Zero => n: Z
NN=Zero => body: Z
NN=Pos => m (N->P)->N->N\ (N >P)->Z->Z
NN=Pos => n: P
NN=Pos => body: N

NN=Nat => m (N->P)->N>P

NN=Nat => n: N

NN=Nat => body: P

NN=Zero => m (N >P)->N>P

NN=Zero => n: Z

NN=Zero => body: P

NN=Pos => m (N->P)->N>P

NN=Pos => n: P

NN=Pos => body: P

Nat - >Nat - >Nat /\ Zero->Zero->Zero /\ Pos->Nat - >Pos
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From this trace, it is clear what the problem is: when MMis Nat and NNis Pos, the type of nis
application to the three following types yields a function mapping a successor function and an
element of P (the type of n’s application to its type arguments) to N, not to P as we expected. Since
the relation between the type of the phrase marked mand the type of its final argument depends
on the third type application, we are led to try adding an annotation that will cause the case where
this argument is P to be considered separately. As we saw in Section 7.7.1, this is enough to get
the desired typing for al t pl us:

altplus =
for MMin Nat, Zero, Pos. for NN in Nat, Zero, Pos.
\m MM \n:NN.
VAN VA P<N. \\ Z<N.
\s: N->P. \z:Z
?body:
(?m (m[N,P] [P] [NZP]))
S
(?n: (n [Nl [P] [Z] s 2));
MVENat, NN=Nat => m (N->P)->N- >N\ ( P->P) - >P- >P
MVENat, NN=Nat  => n: N
MVENat , NN=Nat => body: N
MVENat, NN=Zero => m (N >P)->N>N\(P->P)->P->P
MVENat, NN=Zero => n: Z
MVENat, NN=Zero => body: N
MMENat, NN=Pos => m (N->P)->N->N\ (P->P) - >P->P
MVENat, NN=Pos => n: P
MVENat , NN=Pos => body: P
MVEZero, NN=Nat => m (N->P)->N->N\ (N >P) - >Z->Z/\ (P->P) - >P- >P
MVEZero, NN=Nat  => n: N
MVEZer o, NN=Nat  => body: N
MVEZero, NN=Zero => m (N->P)->N->N\ (N >P)->Z->Z/\ (P->P)->P->P
MVEZero, NN=Zero => n: Z
MVEZer o, NN=Zero => body: Z
MVEZero, NN=Pos => m (N->P)->N->N\ (N >P) - >Z->Z/\ (P->P) - >P->P
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MVEZero, NN=Pos => n: P
MVEZer o, NN=Pos => body: P
MVEPos, NN=Nat  => m (N->P)->N->P/\ ( P->P) - >P- >P
MVEPos, NN=Nat => n: N
MVEPos, NN=Nat => body: P
MVEPos, NN=Zero => m (N >P)->N>P/\ (P->P)->P->P
MVEPos, NN=Zero => n: Z
MVEPos, NN=Zero => body: P
MVEPos, NN=Pos => m (N->P)->N>P/\ (P->P) - >P->P
MVEPos, NN=Pos => n: P
MVEPos, NN=Pos => body: P
altplus : Nat->Nat->Nat
/\ Nat - >Pos- >Pos
/\ Zero->Zero->Zero
/\ Pos->Nat - >Pos

7.9 An Experiment with a Simpler Formulation of F,

In Section 3.5 we mentioned a trick for “encoding” bounded quantification in a system with
intersections and pure (unbounded) second-order polymorphism:
Va<o.r ¥ Va. {oAa/a}T
This is not an encoding in the true sense; for example, it does not validate the SUB-ALL rule.
Still, since it mimics something like bounded quantification in a significantly simpler system, it is
worth exploring the limits of this technique. Here are some of the more complex examples from
Section 7.7.1, with the translation applied by hand:

> Nat == Al N Al P. AIl Z. (NN>P/\N) ->(ZI\N) -> N,

> Zero == All N Al P. All Z. (N>P/\N) ->(ZI\N -> (ZI\N),
> Pos == Al N Al P. All Z. (N>P/\N) ->(ZI\N -> (PI\N);
> check Zero < Nat;

Yes

> check Pos < Nat;

Yes

> zero = \\N. \\P. \\WZ. \s: (N>(P/\N). \z: (Z/I\N. z,

>one =\\N \\P. \WZ \s:(N>P/\N). \z: (ZI\N. s z,

>two = \\N \\P. \WZ \s:(N>(P/\N). \z:(ZI\N). s (s 2);
zero : Al N Al P. All Z. (N>P/\N->N)->(Z/\N)->Z /\ Nat

N Al P. Al Z (N>PI\N>N->(2Z/\N->P /\ Nat
N Al P. Al Z (N>PI\N>N->(2Z/\N->P /\ Nat

Note that these types are equivalent to zero : Zero,one : Pos, etc:

> check (Al N Al P. AIll Z (N>P/\N>N)->(Z/\N)->Z) /\ Nat < Zero;
Ieiheck Zero < (Al N Al P. AIl Z. (N>PI\N>N)->(Z/\N)->Z) /\ Nat;
Ieiheck (ALl N AT P. Al Z (N>PI\N>N)->(Z/\N)->P) /\ Nat < Pos;
Ieiheck Pos < (AIl N Al P. AIll Z. (N>PI\N->N)->(Z/\N)->P) /\ Nat;
Yes
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> succ = \n: Zero, Pos, Nat .
> VAN WP WV Z As: (N>(P/IAN)). \z: (Z/I\N).

> s (n [N [(PPAN] [(Z\N] s z);
succ : Nat->(Al N Al P. AIl Z. (N>P/I\N>N)->(Z/\N)->P) /\ Nat - >Nat

> plus = for Min Zero, Pos,Nat. for N in Zero, Pos, Nat .

> \mM \n:N

> m [ Nat, Pos] [Pos] [N succ n;

plus : Zero->Zero->Zero /\ Pos->Nat->Pos /\ Nat->Pos->Pos /\ Nat->Nat->Nat

> tinmes = for Min Zero,Pos,Nat. for N in Zero, Pos, Nat.

> \mM \n:N

> m [ Nat, Zero] [N] [Zero] (plus n) zero;

times : Zero->Nat->Zero /\ Pos->Pos->Pos /\ Nat->Zero->Zero /\ Nat->Nat - >Nat

> exp = for Min Zero, Pos,Nat. for N in Zero, Pos, Nat.

> \mM \n:N

> n [Nat,Pos] [M [Pos] (tinmes m one;

exp : Zero->Pos->Zero /\ Pos->Nat->Pos /\ Nat->Zero->Pos /\ Nat->Nat - >Nat

altplus =
\'m Nat , Zer o, Pos. \n: Nat, Zer o, Pos.
VWN WP W\ Z
\'s: N>(P/\N). \z: (Z/I\N).
m[N (P/A\N] [(PI\N] [N (P/\N), (ZI\N]
s (n [Nl [(PIAN] [(ZI\N] s z);
altplus : Nat->Nat->Nat
/\ Nat->Pos->(All N Al P. AIl Z (N>P/I\N->N)->(Z/\N)->P)
I\ Zero->Zero->(All N Al P. All Z. (N>PI\N>N)->(Z/\N) ->2)
/\ Pos->Nat->(All N Al P. AIl Z (N>P/I\N->N)->(Z/\N)->P)

>
>
>
>
>
>

Again, note that this type is equivalent to the expected type for al t pl us:

> check

> Nat - >Nat - >Nat
> /\ Nat->Pos->(All N Al P. AIl Z (N>P/I\N->N)->(Z/\N)->P)
> I\ Zero->Zero->(All N Al P. All Z. (N>PI\N>N)->(Z/\N) ->2)
> /\ Pos->Nat->(All N Al P. AIl Z (N>P/I\N->N)->(Z/\N)->P)
> < Nat->Nat - >Nat

> /\ Nat - >Pos- >Pos

> /\ Pos->Nat - >Pos

>

I\ Zero->Zer o->Zer o;

Yes

> check

> Nat - >Nat - >Nat

> /\ Nat - >Pos- >Pos

> /'\ Pos->Nat - >Pos

> I\ Zero->Zero->Zero

> < Nat->Nat - >Nat

> /\ Nat->Pos->(All N Al P. AIl Z (N>P/I\N->N)->(Z/\N)->P)

> I\ Zero->Zero->(All N Al P. All Z. (N>PI\N->N)->(Z/\N) ->2)
> [\ Pos->Nat->(All N Al P. AIl Z (N>P/I\N->N)->(Z/\N)->P);
Yes

> altnmult =

> \'m Nat, Zer o, Pos. \n: Nat, Zer o, Pos.



7.9. AN EXPERIMENT WITH A SIMPLER FORMULATION OF F, 154

VWN WP W\ Z
\'s: N>(P/\N).
MmN (Z\N] [N (P\N),(Z\N] [(ZI\N]
(n [N(ZI\N)] [N(PI\N),(ZI\N] [N (PI\N, (ZI\N] s);
altrmult : Nat->Nat - >Nat
/\ Nat->Zero->(Al N (N->PI\N->N)->(Z/\N) - >2)
/\ Zero->Nat->(Al N (N->PI\N->N)->(Z/\N) - >2)
/\ Pos->Pos->(All N Al P. AIl Z (N>P/I\N->N)->(Z/\N)->P)

Al P. Al Z
Al P. Al Z

> altexp =

> \m Nat, Zero, Pos. \n: Nat, Zer o, Pos.

> VWN WP W\ Z

> \s:N>(P/\N. \z: (Z/I\N).

> N [N>NN>PIAN),N>NV(Z/IAN) ->(Z/I\N) /N (PI\N) ->(P/\N) ]

> [NN>SN, N->(P/IAN),NSNA(ZIANN) ->(ZI\N) /N (PI\N) ->(P/I\N) ]

> [NN>(PIA\N),N>N\(ZI\N) ->(ZI\N/\ (PI\N) ->(P/\'N) ]

> (M[IN (PIAN),(ZI\N] [N(PI\N,(Z\N] [N(P\N,(Z\N])

> s z;

al texp : Nat->Nat - >Nat
/\ Nat->Zero->(All (N->PI\N->N)->(Z/\ N) - >P)
I\ Zero->Pos->(All (N->PI\N->N)->(Z/\N) - >2)
/\ Pos->Nat->(All N Al P. AIl Z (N>P/I\N->N)->(Z/\N)->P)

N Al P. Al Z
N Al P. Al Z

> diag = \n: Nat, Zero, Pos. altexp n n;

di ag : Nat - >Nat
I\ Zero->(All N Al P. All Z (N>P/I\N->N)->(Z/\N)->P)
/\ Pos->(AIl N Al P. AIll Z. (N>P/\N->N)->(Z/\N)->P)

Our preliminary conclusion from these examples is that the encoding trick works better than
might be expected. Its main apparent defect is that it disrupts our notion of typed semantics,
since it replaces the type Ya<o. 7, which, roughly speaking, describes a function expecting a
type and a coercion from this type into o, by the type Va. {ocAa/a}T, which describes a function
expecting any type whatsoever, but requiring additional proof that whatever elements of this type
are actually used can also be coerced to type o.



Chapter 8

Evaluation and Future Work

Having presented our results in detail, we conclude by evaluating them in terms of the goals
articulated in the introductory chapter and suggesting some likely paths for future research.

The naturalness and formal power of the F, calculus seem well established. Is is based on
three elegant and appealing notions of typing — subtyping, finitary polymorphism, and bounded
parametric polymorphism — and combines them nearly orthogonally so that the programming
idioms of all the components are fully supported. When the two styles of polymorphism are used
together, a fascinating new class of encodings of algebraic datatypes arises (Section 7.7).

The thesis presents both positive and negative results about the system’s tractability. On the
positive side, we have proofs of the partial correctness and of simple algorithms for checking
the subtype relation and for computing minimal types for programs (Chapter 4). We also have
a simple untyped semantic model (Section 5.1), a natural framework for typed models based
on a translation into system F (Section 5.3), and a preliminary equational theory (Section 5.5).
On the negative side is the discovery that the subtype relation of F, lacks least upper bounds
(Section 5.2), which blocks some of the known methods of semantic analysis and entails significant
complication for future efforts along these lines. The observation that the subtype relation is, in
fact, undecidable (Chapter 6), though not overly worrysome in practical terms, is further evidence
for the underlying complexity that F, inherits from Fx.

The difficulty of analyzing F,, together with the possibility that some of the programming
idioms arising from pure bounded quantification may have useful analogues in languages with
intersection types and only unbounded quantification (Section 7.9), suggests, in fact, that F, may
be too powerful, and that future investigations might profitably focus on simpler fragments instead
of treating the whole calculus.

The suitability of F, as a basis for language designs is partially, but incompletely, demonstrated
by the work described here.

The prototype implementation used to typeset the examples throughout the thesis establishes
the viability of the naive algorithms described in Chapter 4 for small examples and suggests
numerous convenient syntactic sugarings, programming techniques, and debugging tools (Sec-
tion 7.8). Sections 7.2, 7.3, and 7.4 present some experiments with language features using
combinations of finitary and parametric polymorphism. Sections 7.5 and 7.7 explore a novel style
of programming where intersections are used to obtain typings similar to the results of conven-
tional abstract interpretation, and Section 7.6 hints at a similar treatment of strictness analysis.
Among these examples, however, only those in the section discussing extensions of Forsythe (7.2)
could be called “practical.” To fully justify Fx as a core type system for programming languages,
a much larger suite of examples illustrating its application to real programming problems would
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be required. In particular, the set of examples given here lacks convincing evidence that bounded
polymorphism is more useful than ordinary unbounded polymorphism. (This is not surprising,
since the standard examples using bounded polymorphism rely on the presence of recursive types
or updateable record types, or both.)

Another concern raised by the prototype implementation is the practical efficiency of type-
checking for larger examples. Naive implementations of the simple algorithms in Chapter 4
exhibit exponential behavior — in practice — in both type synthesis (because of the for construct)
and subtyping (because of rules ASUBR-INTER and ASUBL-INTER in Definition 4.2.8.4). Fortu-
nately, this behavior normally occurs as a result of explicit programmer directives — requests, in
effect, for an exponential amount of analysis of the program during typechecking. Still, a serious
typechecker implementation would need to find ways to save some of this cost by caching the
partial results of previous analysis. The exact form of the typing derivations constructed by the
type analyzer can also have significant effects on the code generation phase of an implementation
based on something like the translation semantics given in Section 5.3.3, giving rise to a whole
collection of practical issues not considered here.

A third practical consideration for any language based on second-order polymorphism is
the problem of verbosity. Without some means of abbreviation (partial type reconstruction), even
modest programs quickly become overburdened with type abstractions and applications and long
type annotations on A-abstractions. We have chosen to ignore this set of issues here, since it is
not yet well understood even for pure polymorphic A-calculi without subtyping, but an eventual
tull-scale language design based on F, would need to face it somehow.

With these remarks in mind, we now discuss some areas where future research might fruitfully
extend or complement the work described in this thesis.

8.1 Alternative Formulations

As we mentioned in the Introduction and in Section 3.5, the F, calculus is just one representative
of a whole space of calculi combining some form of polymorphism with some presentation of
intersection types.

Intersection types allow for relatively few degrees of freedom. Besides the version given here,
which slightly generalizes the core type system of Forsythe, there are three variants that may be
worth considering in more detail:

e The calculus identical to A, but without the type T —i.e., where n is required to be at least 1
in every rule involving an intersection — seems less elegant than A, itself. However, it has
the possible practical advantage that it retains a conventional notion of typechecking failure,
since it provides no type that can be assigned to every phrase. Combined with ordinary Fx
(with F<’s rules for the Top type), this version of intersection types might provide much of
the expressiveness that we have demonstrated here, without requiring such a radical change
in the notion of well-typedness.

e The distributivity laws of A, could perhaps also be dropped without greatly affecting ex-
pressiveness. Our guess, however, is that this restriction would make types much more
clumsy to manipulate. For example, many of the simplifications performed by the proto-
type implementation before printing the type inferred for an expression would be blocked
by this restriction.
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¢ A much more severe restriction on the use of intersection types would be to prevent them
from appearing on the left-hand sides of arrows. This would greatly reduce their expres-
sive power, perhaps bringing them within the reach of conventional type reconstruction
techniques.

Polymorphism has been studied in many different forms. The one used in this thesis is
among the most powerful, combining full second-order quantification over types with a notion of
quantification over a collection of types determined by the subtype ordering. Many of the others,
though, are possible candidates for integration with intersection types.

¢ Generalizing our results about F, to systems based on F-bounded polymorphism [18, 39] or

w-order polymorphism [66, 102, 62, 108] would seem to be a straightforward process.

¢ Versions of F< with stronger subtyping rules (c.f. 3.5) can also be combined with intersec-
tion types. These combinations are of dubious value as bases for practical programming
languages, since they have typechecking problems that seem to be of similar difficulty to the
tull type reconstruction problem for the polymorphic A-calculus, but they may be suitable
foundations for more theoretical investigations. (See [89], for example.)

e Replacing Fn’s quantifier subtyping rule with the weaker “equal-bounds” rule of Cardelli
and Wegner’s original Fun [33]
a0 <71
I' F Vagh. 0 < Va<b. 1

(SUB-ALL-EQ)

yields a decidable system. This rule is hard to justify semantically, however.

e Languages with prenex (ML-style) polymorphism [92, 55] have been investigated quite
thoroughly, but we are not aware of a formulation of prenex bounded quantification and, in
general, the work of adding subtyping to the ML type system in such a way as to retain its
crucial properties — especially decidable inference of principal types — is less developed
than the study of second-order type systems with subtyping.

¢ The ordinary polymorphic A-calculus (system F’) can also be extended with a subtype
relation. When this calculus is combined with intersection types, some of the behavior of
the bounded quantifier can be recovered using intersections (c.f. Section 7.9). Although
more investigation is needed to determine the limitations of this trick, the proof theory and
semantics of this combination are likely to be so much simpler than those of F, that it seems
an excellent avenue to pursue.

8.2 Foundations

The most significant unfinished aspect of our theoretical study of F, is the investigation of its typed
semantics. We gave, in Chapter 5, two partial approaches to this question: a translation from F
typing derivations into the pure polymorphic A-calculus, and an equational characterization of
equalities between F, terms. However, we were unable to show that the translation semantics
was coherent. Here we sketch some other approaches to the semantics of the calculus and some
possible methods by which the coherence of the translation semantics might be established.



8.2. FOUNDATIONS 158

8.2.1 Semantics

The partial equivalence relation model of F5 given in Section 5.1 is a simple extension of Bruce
and Longo’s PER model of /< [12]. Our presentation, however, was much more elementary than
theirs, which began by giving a general definition of an environment model of F< (extending Bruce,
Meyer, and Mitchell’s familiar notion of a second-order environment model [13] for the polymorphic
A-calculus) and then showed how an instance of this framework could be constructed in the
category of w-sets (c.f. [3]). This general construction could presumably also be extended to an
environment model for F,. PER models for F, may also arise from Bruce and Mitchell’s work on
models of F< extended with recursive types [14].

A more general categorical semantics for F, along the lines of Seely’s semantics for system
F[129] would have to rest on a categorical semantics for F'« — currently an open problem.

A different view of Fp\’s semantics might come from a complete equational theory — an
extension of the rules in Section 5.5 with the additional property that they characterize all the
valid equivalences between terms with respect to some class of models.

8.2.2 Coherence

In Section 5.4 we stated the following conjecture for the translation semantics of Fx:
(5.4.2). Conjecture: [Coherence of typing] If s : T ¥ e e rand ¢ = ' ¥ e € 7, then [T ¥ [s] =
[ € [71-

Two general methods are known for establishing conjectures of this sort. One, formalized most
cleanly by Curien and Ghelli [50] (also see [63, 10]), has been applied successfully to second-order
bounded quantification. The other, due to Reynolds [123], works for first-order intersection types.
The extension of either to F, is problematic.

Before applying either method, the translation semantics should be slightly refined. Rather
than interpreting subtyping derivations directly as terms of F;, they should be interpreted as
combinations of a set of coercion combinators, which capture the notion of a semantic subcategory
of coercions. (See [10].) This refinement of F, is straightforward.

Curien and Ghelli’s method is based on a derivation normalization argument for typing
derivations similar to the one given for canonical subtyping in Section 4.2. In outline, the argument
proceeds as follows:

o A set of rules is given for rewriting derivations into a standard normal form.

¢ A terminating rewriting strategy for these rules is exhibited.

e The set of normal forms is shown to be sufficiently restricted that there is at most one
normal-form derivation with any given conclusion.

e Each of the rewriting rules is shown to be “locally coherent” with respect to the given
semantic interpretation of derivations: if s —1 ¢ then [[s]] = []].

e Given two derivations with the same conclusion, the termination of the rewrite rules and the
unicity of normal forms guarantee that both can be rewritten to the same normal form. The
local confluence of the rewriting rules then establishes the equality of the interpretations of
the original derivations.

The main difficulty with extending this approach to F, is that it is not clear how to write normal-
ization rules for typing derivations that rewrite any derivation into a unique normal form. For
example, if [ € (Int—Char)A(Bool—Char) and v € IntABool, then the term

(for o in Int,Bool. Az:a. f x)w
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can be given the type Char in at least two different ways — one using the substitution {Inf/a} and
another using {Bool/a}. The first derivation contains no subderivation for the term Az:Bool. f z,
and the second contains no subderivation for Az:Int. f . So in order to rewrite both of them
into a common derivation, a whole new subderivation would need to be created “on the fly” by
the rewriting rules. This does not seem impossible, but it is certainly more difficult than the task
accomplished by Curien and Ghelli’s rules, which can simply rearrange the existing structure of
derivations.

Reynolds” method for proving coherence is based on a category-theoretic presentation of the
semantics of A, in which intersections are interpreted as limits. The interpretation of a derivation
I' - e € Tis amorphism [[I' - e € 7]| € [I']l—=[7]l, where [z1:71, ... 257 ] = [l x -+ x [7.]
Proving coherence in this presentation amounts to establishing the commutativity of all diagrams

of the following form:
[s1 =T Feer]
[ [71
[sp =T Feer]
The proof actually requires a stronger induction hypothesis, the commutativity of every diagram
of the following form,

[[81 ::F1|—€€T1]]

M1 [

[[FSFV nge]]

[l [e1

[[FSF% ﬁ;zéeﬂ

[[FZ]] [[82 I F2 Fee T2]] [[TZ]]

which can be established by simultaneous induction on s1 and s;.

When the final steps of both derivations are applications of syntax-directed rules such as
ARROW-], the induction hypothesis is used together with properties of the the model (such as
cartesian closure) to obtain the desired result.

For the non-syntax-directed rules SUB and INTER-], the proof depends on two crucial properties.
When the last rule of one of the derivations is SUB, the result follows from the coherence of
subtyping (which in category-theoretic terms, can be stated more simply as “the function [[—]] from
types to objects of the semantic category and from subtyping derivations to coercion morphisms
is a functor”). A proof of this property for Fx using an extension of Curien and Ghelli’s method
appears to be messy but fairly straightforward. The crux of the proof is an analog of the subtyping-
derivation-normalization argument in Section 4.2, where types are left in their ordinary form
instead of being flattened to canonical types.

The second property needed for Reynolds’ proof, unfortunately, is the existence of least upper
bounds in the subtype relation, which we showed fails for F.. This is used in the case where one
of the two typing derivations ends with rule INTER-I, to “glue together” the diagrams obtained by
applying the induction hypothesis to the subderivations.

It is conceivable that this proof technique could be extended to Fx by strengthening the induc-
tion hypothesis again to consider all of the supertypes of 71 and 7, simultaneously, rather than just
a single given 7.
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8.3 Extensions

In addition to more tractable fragments of F,, there are several important extensions that should
be considered.

8.3.1 Records

To model more of the features of full-scale object-oriented programming languages — an even to
allow useful programming in more conventional idioms — it is critical that we consider extending
F, with a flexible facility for record manipulation.

In Forsythe, Reynolds introduced the following elegant treatment of records. Let I =

V7N

{t1, 12, ...} be a set of labels. For each . € I, introduce a type constructor “::” describing the
set of single-field records with label .. Next, introduce a field selection operator “..” for each :. If
I' v euwrthen F v.e € 7. Multi-field records can now be built from these primitives: instead of
{11171, 12, ™}, we write (11:71)A(L2:72). Lastly, we need a way of building new records. Forsythe
uses the construct “v with (=w” to denote a value with all the same fields as v, but with v’s ¢
field, if any, replaced with :=w. The type of with can be stated in terms of an operator “\:,” which

removes any existing ¢ fields from a given type:

I'Feer e et
I' b ewithi=e € (T\t)A(r, ')

where
P\t = r
(Alre-maD\e = Allm1\e) - (T \e)]
(rm—=m)\t = m—n
(im)\e = it whent#/
(em)\e = T.

The principal difficulty with adding this treatment of records to F, is that there is no way to
define the behavior of the operation \¢ applied to a type variable a: we cannot tell from the shape
of a itself whether it will later be instantiated with a type containing an ¢ field, and even if we
could, the current language of types gives us no way of “remembering” to remove the ¢ field when
this instantiation actually occurs. The \: operation must be introduced as a new constructor in the
language of types:

T ou= a
| =7
| Vo< 1. T2
| Alm1.-m]
| ur
|\

New rules must be given for the behavior of \¢ and its interaction with the other constructors,
and a new typechecking algorithm must be given and proved correct.

Luckily, the \: constructor has been extensively studied in recent years — albeit for languages
without intersection types [112, 135, 82, 83, 113, 114, 32, 31, 71, 70, 115]. We hope that existing
intuitions and techniques can be extended to F, straightforwardly.
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8.3.2 Recursive Types

Another extension of particular importance for FA’s role in modeling object-oriented languages is
recursive types. Again, a great deal has been learned recently about calculi with recursive types
and subtyping [2]. But previous work has focused on systems with substantially simpler subtype
relations; there is little reason to believe that extending existing techniques will be straightforward.

8.3.3 Union Types

Having studied the properties of a type system whose subtype relation is closed under finite
meets, it is natural to consider introducing finite joins as well. In practical terms, the main effect of
this extension is that we gain the ability to express, say, that the type Bool is completely partitioned
by True and False (as opposed to knowing only that True and False are both contained in Bool).

Calculi incorporating various formulations of this notion have been proposed by the present
author [107] and a number of other researchers [4, 60, 122, 36, 59, 73, 72], but their practicality and
tractability remain unclear.

A related extension of F, arises from “dualizing” the upper bound of the bounded quantifier
so that each variable is introduced with both an upper and a lower bound: Voi<a<o;. 7. A
fragment of this calculus with double-bounded variables but no quantification (the bounds on
variables are given in advance and no mechanism is provided for extending the context) is shown
to be decidable in [104].

8.3.4 Type Reconstruction

In order for languages based on second-order polymorphism to be usable on a large scale, some
form of partial type reconstruction is a critical requirement. Though satisfactory algorithms exist
for the pure system F’ and its higher-order variants [102, 9, 109], there has been little progress to
date on extending these ideas to calculi with subtyping (see, however, [27]).

Less critical in practical terms, but intriguing, is the possibility of integrating polymorphic
type reconstruction with a known semi-algorithm for intersection type inference [125].

8.4 Implementation

Our prototype implementation of Fx uses some slight extensions of the algorithms we analyzed in
Chapter 4. We perform the type substitutions introduced by the FOR rule lazily by storing them in
the context rather than inserting them in the term. This mechanism also provides for transparent
type abbreviations that are somewhat more efficient than their most naive implementation (simple
replacement by the parser) would suggest. Our data structure for types, which is based on
DeBruijn indexing [56], is also implemented lazily; instead of renumbering the indices of the
free variables in a type when it is extracted from a context, the extracted type is reindexed,
incrementally, as needed. (Related schemes for lazy implementations of the data structures used
in typechecking have been studied by Abadi, Cardelli, Curien, and Lévy [1].)

These refinements substantially improve the speed of the implementation, compared to a
naive transcription of the typechecking algorithms. But some much more serious efficiency
issues remain to be addressed. These have to do primarily with the exponential behavior of the
typechecker in situations where the programmer has requested that some part of a program be
checked under many different sets of assumptions. To some degree, this exponential behavior is
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justified, since the programmer has asked for it and since it can be shown [Reynolds, personal
communication, 1990] that there are F5 programs for which an exponential amount of work must
be expended to discover their minimal types. Still, the compiler implementor must try to make
common cases as inexpensive as possible.

The most promising technique for accomplishing this is some form of memoization or caching
of previous partial results of subtyping and typechecking. For example, if o does not appear free
in e1, then the type of e; should only be analyzed once during the analysis of for o in o1..0,. €1 €.
Of course, determining that a is not free in e; may itself require some work; if we are not careful,
we will spend more time discovering that we’ve already computed and cached a type for e; than
we would spend computing it over again from scratch. Both careful tuning of the data structures
used for caching and careful performance measurements will be crucial to the success of this sort
of improvement.

Another class of issues that we have dealt with only superficially concerns the structure of
efficient code generators based on our typed semantics of Fx. (Compilation based on the untyped
semantics is less problematic.) One of the largest of these is the sensitivity of the generated code to
the specific shapes of typing derivations. It will be important to consider alternative formulations
of the typing and (especially) the subtyping rules that give rise to efficient translations. Some
compile-time proof normalization to eliminate useless coercions also seems necessary.

It may also become important, in practical terms, to try to distinguish the “real” overloading of
values like 4 from the “typechecking only” overloading associated with our examples of abstract
interpretation, strictness analysis, and so on. This would amount to taking a hybrid view of
semantics, allowing some intersections to be interpreted as intersections in the semantics while
others were interpreted as coherent tuples. It might be interesting to try to reflect this distinction
in the syntax of the language by introducing two different kinds of intersection types (with a
coercion from the untyped to the typed variety).
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Summary of Major Definitions

Al F,
A11 Subtyping
' <r
'tn < m I'Fmn <7
I'Frn <73
I'rFa < TI(a)
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(SUB-TRANS)

(SUB-TVAR)

(SUB-ARROW)

(SuB-ALL)

(SUB-INTER-G)

(SUB-INTER-LB)
(SuB-DIsT-1A)
(SuB-DIsT-1Q)

(VAR)

(ARROW-I)

(ARROW-E)

(ALL-])

(ALL-E)
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A.1.3 Syntax-Directed Subtyping
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Appendix B

Glossary of Notation

type variables

types

tinite sequences of types

term variables

terms

contexts

subtyping and typing statements
subtyping derivations

typing derivations

primitive types

the pervasive context

composite canonical types

individual canonical types

all canonical types

canonical derivations

canonical subtyping derivations
individual canonical subtyping derivations
both canonical and individual canonical subtyping derivations
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