antiferromagnetic (positive value) and very weak, as expected for an
exchange interaction via the six C—H---Cl and the CI---CI path-
ways. Avalue of ] = 0.1 K was also obtained from d.c. susceptibility
measurements in the 1 to 8 K range.

The above results demonstrate that even weak exchange inter-
actions can have a large influence of the quantum properties of
SMMs. From one viewpoint, each half of the [Mn4], dimer acts as a
field bias on its neighbour, shifting the tunnel resonances to new
positions relative to isolated Mn4 molecules. In particular, these
single Mn4 molecules show a strong QTM step at zero field in the
hysteresis 100p23, a feature absent for [Mn4], (Fig. 2) because this
would be a double quantum transition with a very low probability of
occurrence. The absence of tunnelling at zero field is important if
SMMs are to be used for information storage, and the option is still
retained to switch on tunnelling, if and when required, by appli-
cation of a field. Thus, future studies will investigate this double
transition at zero field in [Mn4],, and the corresponding multiple
quantum transition in higher supramolecular aggregates of SMMs,
and determine their exact probability of occurrence and to what
extent this can be controlled by the degree of aggregation, variation
of exchange coupling strength and similar modifications. From
another viewpoint, [Mn4], represents an example of quantum
tunnelling within a monodisperse antiferromagnetically coupled
particle with no uncompensated spin (that is, S = 0) in the ground
state. It may also prove possible to study its (9/2, — 9/2) to (—9/
2,9/2) tunnelling transition. This would be analogous to the
transition in antiferromagnets, in which tunnelling is predicted®”
to be more pronounced than in ferromagnets. Such a study for
ferritin suffered from the practical impossibility of having all
molecules in the sample be the same size, and possess completely
compensated spins®®~?°, Finally, the absence of a level crossing at
zero field also makes [Mn4], a very interesting candidate as a qubit
for quantum computing®, because its ground state is the entangled
combination of the (9/2, — 9/2) and (—9/2,9/2) states; the coup-
ling of this S =0 system to environmental degrees of freedom
should be small, which means decoherence effects should also be
small.

In future work, we shall use the Landau—Zener method®° to
determine the tunnel splitting in [Mn4],, and apply a transverse
field to probe its exact influence on QTM rates (we have already
confirmed that a transverse field increases the tunnelling rate, as
expected for QTM). The identification of both an antiferromagnetic
coupling and an exchange-bias effect in [Mn4], demonstrates the
feasibility of employing supramolecular chemistry to modulate the
quantum physics of SMMs, providing a realistic method for fine-
tuning the properties of these molecular nanoscale materials. This
brings closer their use in devices.
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Molecular dynamics simulation of
the ice nucleation and growth
process leading to water freezing

Masakazu Matsumoto, Shinji Saito & lwao Ohmine

Chemistry Department, Nagoya University, Chikusa-ku, Nagoya, Japan 464-8602

Upon cooling, water freezes to ice. This familiar phase transition
occurs widely in nature, yet unlike the freezing of simple
liquids' ~?, it has never been successfully simulated on a compu-
ter. The difficulty lies with the fact that hydrogen bonding
between individual water molecules yields a disordered three-
dimensional hydrogen-bond network whose rugged and complex
global potential energy surface® permits a large number of
possible network configurations. As a result, it is very challenging
to reproduce the freezing of ‘real’ water into a solid with a unique
crystalline structure. For systems with a limited number of
possible disordered hydrogen-bond network structures, such as
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confined water, it is relatively easy to locate a pathway from a
liquid state to a crystalline structure’ ~”, For pure and spatially
unconfined water, however, molecular dynamics simulations of
freezing are severely hampered by the large number of possible
network configurations that exist. Here we present a molecular
dynamics trajectory that captures the molecular processes
involved in the freezing of pure water. We find that ice nucleation
occurs once a sufficient number of relatively long-lived hydrogen
bonds develop spontaneously at the same location to form a fairly
compact initial nucleus. The initial nucleus then slowly changes
shape and size until it reaches a stage that allows rapid expansion,
resulting in crystallization of the entire system.

The difficulties associated with simulating the freezing of water
resemble those of the protein-folding problem: real proteins fold
into a unique native structure from numerous denatured states'®'",
but attempts to simulate this process for large proteins remain, so
far, unsuccessful.

Our molecular dynamics (MD) simulation of the water-freezing
process involves thermalization of pure water at a high temperature,
followed by quenching (at time t = 0) to a low temperature, 230 K.
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Figure 1 The total potential energies of the instantaneous structures in the trajectory for
512 water molecules after quenching (at £ = 0 ns) from higher temperature to 230 K.
Sufficient thermalization at the high temperature (400K) is performed before the
temperature jump. A constant-temperature and constant-volume molecular dynamics
(MD) method is used for a system with 512 water molecules, confined in a cubic box
under a periodic boundary condition. The TIP4P water model is used. The inset shows the
total potential energies of the inherent structures, corresponding to the instantaneous
structures in the trajectory for t = 250—320ns. Inherent structures are calculated by
local quenching at 10-ps intervals. Energy is in kJ mol ' and time in ns (10~ °s). We note
that the freezing process can be divided into four stages: (1) a long quiescent period
(indicated by a red line); (2) a slow energy-decreasing period (green line); (3) a fast
energy-decreasing period (dark blue line); and (4) a crystallization-completion period
(purple ling).
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The system is then monitored for crystallization for + > 0 while
keeping the temperature at 230 K. At this temperature, water is in a
supercooled state. Because the density of our system (0.96 gcm ) is
slightly lower than that of normal liquid water, the degree of
supercooling and hence also the nucleation rate is increased. Never-
theless, many MD trajectory calculations, each longer than 1 ps, are
needed to obtain a trajectory that leads to crystallization.

Figure 1 gives the total potential energy as a function of time for
one such trajectory in a system of 512 water molecules. The data
show that there are four stages in the freezing process: (1) a long
quiescent period with relatively constant potential energy
(t =0-256ns); (2) a short period during which the potential
energy slowly decreases (f = 256—290 ns); (3) a short period during
which the potential energy decreases rapidly (+ = 290—320ns); and
(4) a final period with reduced but relatively constant potential
energy and during which the ice structure fully forms (+ > 320 ns).
Water in the quiescent period is in a supercooled liquid state,
exhibiting intermittent collective motions and energy fluctuations
associated with hydrogen bond rearrangements. The freezing pro-
cess starts in stage (2). The fact that the system explores the overall
relatively flat potential energy landscape for a considerable time
(that is, the quiescent period) before entering the fast growing
period agrees with the predictions of basic nucleation theory'*~'%,
However, the MD simulation also provides a molecular-level
illustration of the water freezing process not obtainable from
conventional nucleation theory'*.,

Figure 2 depicts the hydrogen-bond structure of the system at
different times after quenching. In the quiescent period (Fig. 2a),
the hydrogen-bond network contains mainly five-, six- and seven-
membered rings composed of water molecules held together by
hydrogen bonds. Although individual rings are destroyed and
reformed continuously, the overall fraction of water molecules
contained in the different ring types remains almost unchanged
during the quiescent period, and is similar to the structural
composition of ordinary liquid water.

Hydrogen bonds with a relatively long lifetime (7y;e.) of more than
2ns are identified in the figure by bright blue lines. (For compari-
son, the average lifetime of hydrogen bonds in liquid water is about
Ipsat T = 300K and 180 ps at 230 K.) In the quiescent stage, these
‘long-lasting’ hydrogen bonds appear occasionally and randomly at
various locations (Fig. 2a). More than 90% of water molecules
forming these ‘long-lasting’ bonds are mostly four-coordinated and
their average potential energy is lower than that of other water
molecules by more than 2 k] mol I

At t = 256 ns, a polyhedral structure composed of long-lasting
hydrogen bonds forms spontaneously (see the circled region in
Fig. 2b). This polyhedron changes its position and shape by altering
hydrogen bonds with surrounding water molecules, grows slowly
and finally ‘anchors’ at the position it occupies at t = 290 ns
(Fig. 2c). The nucleus then expands rapidly, by transforming its
hydrogen-bond network elements into mainly six-membered rings,
which percolate through the entire three-dimensional space of the
system. At the same time, the system decreases its total potential
energy rapidly (the dark-blueline in Fig. 1). At the end of this period
of rapid growth, a ‘stacked honeycomb’ structure, consisting of six-
membered rings, is established throughout most of the system (Fig.
2d).

The number of six-member rings (Nggr) fluctuates but never
increases significantly before this period of fast growth occurs. We
also monitored the so-called Qg parameter'®, a commonly used and
highly sensitive index for orientational order, which in our system
indicates whether or not the relative orientations of hydrogen bonds
at individual water sites are coherently ordered. This parameter rises
only once the fast growth stage has started, indicating that neither
Ngr nor Qg are order parameters suitable for describing the entire
freezing process. During the final freezing stage (# > 320ns), the
system undergoes a very slow completion process that involves
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Figure 2 The hydrogen bond network structure of water at a given time in inherent
structures. a, Attime t = 208 ns; b, at { = 256 ns; ¢, at t = 290ns; d, at t = 320ns;
and e, at t = 500 ns. Lines indicate hydrogen bonds among water molecules, and the
intermolecular bonds of water participating in such hydrogen bonds. Bright blue lines
indicate ‘long-lasting’ hydrogen bonds, which have persisted longer than a specified
threshold value before a given time ¢ The brightest blue lines are those with a lifetime
longer than 2 ns (75, > 2 ns). An initial nucleus is formed in the region circled in b.
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gradual formation of a perfect honeycomb structure (Fig. 2¢) and a
concomitant decrease of the potential energy (the purple line in
Fig. 1).

Figure 3 illustrates the number of long-lasting hydrogen bonds
(7iife > 2ns) as a function of time. This number changes intermit-
tently in the quiescent period, fluctuates in the initial nucleation
period and then rapidly increases after that. During the quiescent
period, most of the long-lasting bonds appear intermittently,
reminiscent of the intermittent collective motion of water molecules
that occurs as a result of extensive hydrogen-bond network
rearrangement dynamics of liquid-state water*~®'®, A Fourier
transform of the fluctuation of the number of long-lasting hydrogen
bonds during the quiescent period indeed yields a 1/f~type power
spectrum with the same slope as the structural fluctuation associ-
ated with collective motions'”~*°, Such intermittent dynamics is a
characteristic of so-called frustrated systems®?', such as liquid
water.

Although the long-lasting hydrogen bonds are relatively stable,
they are randomly scattered and therefore usually unable to form a
large stable structure; during the quiescent period, even the long-
lasting bonds thus dissipate rapidly again after formation. However,
at r = 256 ns several long-lasting bonds appear by chance in the
same location, where they form a polyhedral structure (see Fig. 4)
which evolves into a stable initial ice nucleus. The observation that
the initial ice nucleus forms by chance as a result of random
hydrogen-bond network rearrangement dynamics implies that the
length of the quiescent period is randomly distributed.

Using a simple lattice model that captures the tetrahedral hydro-
gen-bond structure at individual water sites”* to simulate water
freezing, we obtained many freezing trajectories. The length of the
quiescent periods obtained with this model has a Poisson distri-
bution; that is, the duration of this period is indeed randomly
distributed. Similarly, MD calculations for a small system of only 64
water molecules indicated that the length of the quiescent period
preceding freezing is apparently random. It should be emphasized,
however, that the initial nucleus formation is not an entirely
random process; that is, the initial nucleus is created as a result of

600 T T T T T T T
—— Total
s00l T Largest cluster
400 | | J

In inherent structure

300

200

Number of water molecules having
long-lasting hydrogen bonds

100

0 PN Ul J RLMSONIEY A L L
0 50 100 150 00 250 300 350 400

Time (ns)

Figure 3 Number of water molecules having long-lasting hydrogen bonds (7 > 2 ns)
and the size of the largest cluster in inherent structures. The number of water molecules
having ‘long-lasting’ hydrogen bonds is indicated by a dark-blue line. See Methods and
Fig. 2 legend for the definition of ‘long-lasting” hydrogen bonds. The red line indicates the
number of water molecules belonging to the largest cluster. A cluster here is defined as a
group of water molecules connected by long-lasting hydrogen bonds. We note that the
number fluctuates intermittently in the quiescent period (f = 0—256 ns), for example, at
t =20, 35, 70, 80, 110, 160, 170 and 207 ns. A Fourier transform of this number
fluctuation during the quiescent period yields a 1/ftype power spectrum.
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intermittent dynamics (strongly correlated molecular motions),
with randomness arising only owing to the need for localization
of long-lasting’ hydrogen bonds.

Figure 4 illustrates how the shape (asphericity) of the nucleus
changes during the freezing process when the potential energy
slowly decreases (+ = 256—290ns in the present trajectory). The
initial nucleus formed at t = 256 ns is a polyhedron that contains
different ring types, does not belong to any well-classified ice or
water structure and slightly extends in space. At t = 260ns, it
rapidly changes to a more compact form (that is, one of small
asphericity) while decreasing in cluster size. This nucleus then grows
slowly while changing its shape extensively. At t = 270ns, the
nucleus again adopts a very compact structure, but is now relatively
large; it may in fact be beyond the size of the ‘critical nucleus’ that
plays a central role in homogeneous nucleation theory'*. Restarting
from the instantaneous configurations along the present trajectory,
we performed more than 100 trajectory calculations using different
initial molecular velocities. Trajectories restarting from this nucleus
structure at t = 270ns indeed crystallize quickly, similar to the
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Figure 4 Asphericity and size of the largest cluster. Asphericity (green line) is calculated at
10-ps intervals for inherent structures. A cluster is defined as a group of water molecules
connected by long-lasting hydrogen bonds. We assign Voronoi polyhedra to individual
water molecules belonging to this nucleus. The shape of the nucleus is represented by a
polyhedron which consists of these Voronoi polyhedra. Asphericity of the nucleus is
defined as the cube of the surface area divided by the square of the volume of this
polyhedron, renormalized to yield the asphericity of a sphere to be 1. Asphericity increases
as the shape deviates from the sphere; for example, it is 1.9 for a cube. The size of the
largest cluster (red bar lines) is defined as the number of water molecules belonging to the
nucleus. The structures of the largest cluster (nucleus) for t = 256, 260 and 270 ns are
also shown (blue arrows from left to right), as well as that at t = 207 ns (whose cluster
size is 100) in the inset.
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behaviour seen in the original trajectory shown in Fig. 1. In contrast,
only a very small portion, 9%, of the trajectories restarting from the
configurations reached during the period r = 240-256 ns start to
crystallize within 100 ns. The percentage of the trajectories success-
fully crystallized increases with the restarting time; 29% for those
restarting from the configurations during t = 256—265 ns and 60%
for those during ¢ = 265—-270 ns. These observations imply that the
formation of a nucleus with the critical or minimum size for
crystallization occurs during this period, ¢ = 256—270ns. The
growth of the nucleus increases around t = 282 ns and becomes
very rapid after t = 290 ns (see Fig. 3). During the period when the
initial nucleus is formed (t = 256—270 ns) the inherent structure
analysis, finding the nearest local potential energy minima along the
trajectory (see Methods), yields a very rugged potential energy
landscape (see Fig. 1 inset). The average potential energy of
individual water molecules constituting the initial nucleus is 4—
6kJ mol™" (4—6%) lower than that of other water molecules, with
the exact value depending on the shape of the nucleus (the average
potential energy is lower for more compact forms).

In the quiescent period, many long-lasting hydrogen-bond clus-
ters appear intermittently, but their shape is much less compact
than that of the cluster formed at ¢ = 256 ns. For example, the
polyhedron at ¢t = 207ns is larger but also significantly more
extended than the polyhedron seen at t = 256 ns (see the inset of
Fig. 4) and thus rapidly disappears.

The size of the critical nucleus must sensitively depend on its
shape and on the size of system employed in MD. A larger system
with 4,096 water molecules also yields extensive changes of nucleus
shape (asphericity) during the period of initial nucleus formation,
before entering the period of rapid growth. For much larger systems,
the overall potential energy change associated with the formation of
the initial nucleus and its subsequent rapid growth is fairly smooth,
unlike the distinct changes seen in Fig. 1 for the system of 512 water
molecules. The size of this system might be too small to deal with the
detailed mechanism underlying the rapid growth.

Our MD trajectories under constant-temperature and constant-
volume conditions have elucidated the molecular-level mechanism
involved in water freezing, but the calculations do not account for
important factors that might significantly affect the nucleation rate.
For example, liquid water at low temperature exhibits large-scale
density fluctuations***°, which have been interpreted to mean that
there are regions of low-density liquid phase that facilitate initial
nucleus formation. These low-density regions induce ‘wetting’ of
the nucleus—that is, a matching of the density and hence the lattice
constant of the surrounding liquid with that of the nucleus—thus
facilitating the formation of hydrogen bonds between the two states
and hence rapid crystal growth. (This effect is partly included in the
present calculations by using a slightly reduced water density of
0.96 gcm .) It will be of interest to determine whether the crystal-
lization rate diminishes if the large scale density fluctuations in
water are reduced by some means®, and whether such a reduction
would make it possible to obtain amorphous ice instead of crystal-
line ice under ambient conditions. The kinetic energy released by
local crystallization might provide the excess energy needed to cross
over the barriers on the rugged potential energy surface. To
investigate these effects, MD simulations under constant pressure
and with a detailed description of local temperature variations
should be performed for very large systems. Finally, in order to
obtain a more quantitative molecular-level description of nuclea-
tion, a free energy surface along an ‘ordering parameter’ (for
example, a characteristic tetrahedral ordering parameter) needs to
be constructed and evaluated. Such results would allow an assess-
ment of the validity of the nucleation rate theory derived from
thermodynamics and help to identify the intrinsic dynamical effects
that control the water-freezing process. O
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Methods

Molecular dynamics (MD) calculations are performed for 512 molecules contained in a
cubic box with the periodic boundary. A time step in MD is 1 fs (femtosecond; 10~ '*s). In
the present study, a constant-volume (0.96 gcm ) and constant-temperature MD is
employed. The Nose—Hoover method is used to control the temperature. An empirical
water model, TIP4P, is used to describe the water—water molecular interaction.
Intermolecular interaction is cut off smoothly as in previous studies™®'®. MD trajectories
are performed for different temperatures, but so far only one at 230 K undergoes the
crystallization for 512 water molecules. We have performed 6 trajectory calculations of the
order of microseconds, but only the one that successfully crystallized is presented in this
work. An individual trajectory calculation of this size system takes several months in a
supercomputer. One trajectory with 220 K is found to stop in a partially crystallized
structure. Those with higher temperatures have never resulted in freezing. MD
calculations were also performed for various size systems containing 64, 96, 216, and 4,096
water molecules. For 4,096 water molecules, a freezing process is also attained at 230 K.
Constant-pressure and constant-temperature trajectories have also been performed for
various sizes of systems but crystallization has so far been achieved only for a very small
system (64 water molecules). These constant-pressure, constant-temperature trajectories
show that large density fluctuations are always associated with the freezing process. An
inherent structure analysis”® is performed by applying a local quenching method; the
inherent structures are local minima of the potential wells sequentially visited by the
system in a trajectory. In the inherent structure description, vibrational motions are thus
removed, revealing the fundamental hydrogen-bond structure changes along the

trajectory®~ ¢,
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Entangled polymer solutions and melts exhibit elastic, solid-like
resistance to quick deformations and a viscous, fluid-like
response to slow deformations. This viscoelastic behaviour
reflects the dynamics of individual polymer chains driven by
brownian motion': since individual chains can only move in a
snake-like fashion through the mesh of surrounding polymer
molecules, their diffusive transport, described by reptation®™*, is
so slow that the relaxation of suddenly imposed stress is delayed.
Entangled polymer solutions and melts therefore elastically resist
deforming motions that occur faster than the stress relaxation
time. Here we show that the protein myosin II permits active
control over the viscoelastic behaviour of actin filament sol-
utions. We find that when each actin filament in a polymerized
actin solution interacts with at least one myosin minifilament,
the stress relaxation time of the polymer solution is significantly
shortened. We attribute this effect to myosin’s action as a
‘molecular motor’, which allows it to interact with randomly
oriented actin filaments and push them through the solution,
thus enhancing longitudinal filament motion. By superseding
reptation with sliding motion, the molecular motors thus over-
come a fundamental principle of complex fluids: that only
depolymerization makes an entangled, isotropic polymer sol-
ution fluid for quick deformations.

Actin and myosin II are the key elements of the contractile
machinery in muscle cells. Myosin’s motor domains, or ‘heads),
bind actin filaments (F-actin) and exploit adenosine triphosphate
(ATP) hydrolysis to generate a force to move along polar actin
filaments towards the positive end. In vitro and in non-muscle cells,
myosin II proteins assemble into multimeric bipolar structures with
motor domains on both ends®~® known as minifilaments. Several of
the myosin heads at the end of these minifilaments attach to actin
filaments. When ADP (adenosine diphosphate) is substituted for
ATP in solution, the minifilaments crosslink F-actin via the inactive
heads. In this case the actin—myosin sample assumes a solid,
gelatin-like consistency (Fig. 1a). In the presence of ATP, myosin
is active and the sample behaves like a fluid (Fig. 1a). The myosin
heads push the actin filaments and collectively induce sliding of
filaments in the presence of ATP' (Fig. 1b). Similar to two-
dimensional motility assays'' in which F-actin moves on myosin
heads adsorbed to a cover slide, filaments are unidirectionally
pushed by myosin towards their negative ends. The sliding filaments
are oriented at a variety of angles with respect to each other.

By inducing active filament sliding instead of thermally driven

413




