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The single mutation effect on the binding affinity of H3N2 viral protein hemagglutinin (HA) with the
monoclonical antibody fragment (Fab) is studied in this paper using the free energy perturbation (FEP)
simulations. An all-atom protein model with explicit solvents is used to perform an aggregate of several
microsecond FEP molecular dynamics simulations. A recent experiment shows that a single mutation in H3N2
HA, T1311, increases the antibody—antigen dissociation constant K4 by a factor of ~4000 (equivalent to a
binding affinity decrease of ~5 kcal/mol), thus introducing an escape of the antibody (Ab) neutralization.
Our FEP result confirms this experimental finding by estimating the HA—AD binding affinity decrease of 5.2
=+ 0.9 kcal/mol but with a somewhat different molecular mechanism from the experimental findings. Detailed
analysis reveals that this large binding affinity decrease in the T131I mutant is mainly due to the displacement
of two bridge water molecules otherwise present in the wild-type HA/Ab interface. The decomposition of the
binding free energy supports this observation, as the major contribution to the binding affinity is from
the electrostatic interactions. In addition, we find that the loss of the binding affinity is also related to the
large conformational distortion of one loop (loop 155-161) in the unbound state of the mutant. We then
simulate all other possible mutations for this specific mutation site T131, and predict a few more mutations
with even larger decreases in the binding affinity (i.e., better candidates for antibody neutralization), such as
T131W, T131Y, and T131F. As for further validation, we have also modeled another mutation, S157L, with
experimental binding affinity available (K, increasing ~500 times), and found a binding affinity decrease of
4.1 £ 1.0 kcal/mol, which is again in excellent agreement with experiment. These large scale simulations
might provide new insights into the detailed physical interaction, possible future escape mutation, and
antibody—antigen coevolution relationship between influenza virus and human antibodies.

Introduction

The wide spread of avian flu, including the 1918 HIN1, 1968
H3N2, and more recent H5N1, has caused a great public health
concern due to the emergence of potential pandemic threats.! =7
Though new vaccines are in development against both H3N2
and H5N1, it is unclear if they will be effective against future
strains due to the high mutation rates of influenza virus.>7~12
Thus, new techniques that allow for both the prediction of future
mutations and the development of appropriate vaccines (anti-
bodies) are in great need for better preparation of future
pandemics. The escape of antibody (Ab) neutralization by
influenza virus is accompanied by mutations in the viral surface
glycoprotein hemagglutinin (HA), the principal antigen on the
influenza virus surface. HA has emerged as a critical target for
both vaccine and drug development in recent years, in addition
to neuraminidase (NA). Given the current lack of HSN1 HA/
Ab complex structures,'®!! many of the studies have focused
on H3N2,2%13 for which an X-ray complex structure is available
along with some limited binding affinity data.”> In a recent
experiment, Skehel and co-workers? have shown that a single
mutation T131I in H3N2 HA can lead to an escape of the
monoclonal antibody fragment (Fab) neutralization, i.e., a
significant decrease in the antibody—antigen binding affinity.

*To whom correspondence may be addressed. E-mail: ruhongz@
us.ibm.com. Phone: 914-945-3591. Fax: 914-945-4104.

TIBM Thomas J. Watson Research Center.

# Columbia University.

10.1021/jp805529z CCC: $40.75

A 4000-fold increase in the dissociation constant K4 has been
reported, which is equivalent to an ~5 kcal/mol decrease in
binding affinity for this single mutation T1311. Skehel and co-
workers have also proposed a mechanism for this binding
affinity decrease which involves the burial of LYS156’s carbonyl
group as well as the distortion of one loop structure (loop 155-
161) in the unbound (free) state due to the mutation.2 However,
the exact molecular mechanism remains somewhat unclear. It
is also unclear which physical interactions dominate the
antibody—antigen binding affinity, which might be useful for
the prediction of emerging mutations and future antibody design.
Furthermore, very few data points are available for the mutation
induced binding affinity (or dissociation constant) change.

In this study, we use a large scale free energy perturbation
(FEP) method to model this H3N2 antibody—antigen complex
system. The goal is to provide a better understanding of the
molecular mechanism behind the single mutation induced
antibody neutralization, and to further predict other possible
mutations with even greater capability in escaping antibody
neutralization. The FEP method has been widely used to
calculate binding affinities for a variety of biophysical phe-
nomena, such as solvation free energies, enzyme catalysis,
redox, pK,, ion conductance, ligand—receptor binding, protein—
protein interaction, and protein—DNA (RNA) binding, etc.!4=%
Among several available computational methods developed in
past years, FEP using an all-atom explicit solvent model
probably provides the most accurate approach for our current
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Figure 1. Scheme of the thermodynamical cycle for the calculation
of the binding affinity change due to a mutation (HA, hemagglutinin;
Ham, mutant hemagglutinin; Fab, antibody fragment).

needs in estimating the relative antibody—antigen binding
affinity due to a single mutation.”>** However, such simulations
for realistic biological systems often require extensive compu-
tational resources. Here, we have utilized the massively parallel
molecular dynamics (MD) software developed on IBM Blue-
Gene?' 73 to perform these FEP calculations. We have obtained
a 5.2 £ 0.9 kcal/mol decrease in the HA/Ab binding affinity
due to this T1311 single mutation, in excellent agreement with
experiment, but with a somewhat different molecular mecha-
nism. We have also predicted a few more mutations on the T131
site which show even larger decreases in the binding affinity
(even better candidates for antibody neutralization). These
predictions from the current FEP calculations can provide a
testing ground for the experimental validation of the antibody
reactivity, which might ultimately help us to chart a path toward
effective influenza virus neutralization. The approach we have
developed in this study can also be applied to HSN1, which is
of even greater concern due to its high mortality rate, once the
H5N1 HA/Ab complex structures become available.

Results and Discussion

The rigorous FEP method?* =26 is used to estimate the binding
affinities between HA and Abs, as mentioned above. In order
to calculate this binding affinity change from one residue (e.g.,
THEI131, named state A) to another (e.g., ILE131, named state
B), we designed a thermodynamical cycle in FEP, as shown in
Figure 1. This binding free energy change AAGag can then be
obtained from the difference between the free energy changes
caused by the particular mutation in the bound state (AG;) and
the unbound or free state (AG,)**~2 (see the Method and System
section for more details). In a typical FEP calculation for a
mutation from state A to state B, many perturbation windows
are needed in order to obtain a smooth transition from the initial
state A to the final state B, usually with more windows near
the two ends to enhance the sampling statistics. In our current
simulations, a 22-window scheme has been adopted to achieve
a high precision. Figure 2 shows the simulation system setup
for the H3N2 HA/Fab binding complex, with a realistic all-
atom protein model in explicit solvent. The antigen/antibody
complex has one monomer of HA and one Fab antibody
fragment solvated in a water box, as shown in Figure 2b (see
more details in the Method and System section). With 1024
processors of BlueGene/L (half-rack running in virtual-node-
mode), we can propagate the ~113 000 total atom system by
approximately 25 ns/day in molecular dynamics (MD) using a
1.5 fs time step.

Table 1 lists some representative FEP simulations on the
binding affinity changes (AG|, AG», and AAG) due to the T1311
mutation. Two different mutation directions have been per-
formed: one forward from THE131 to ILE131 and the other
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Figure 2. Molecular modeling system for the H3N2 hemagglutinin
(HA, colored red) binding with the antibody fragment Fab (colored
yellow). (a) A closer view of the binding site (epitope) by zooming
into the mutation site THE131 (represented by sticks). (b) The
simulation box of the full system, with the HA and Fab represented by
ribbons and water molecules by wires (colored blue). The total system
size is 112 711 atoms.

backward from ILE131 to THE131, each with two different-
length single runs, one 0.3 ns/window (total 6.6 ns) and the
other 3 ns/window (total 66 ns). The backward mutation [131T
presumably should display the same magnitude of the free
energy change but with an opposite sign. Indeed, Table 1 shows
a similar magnitude of the binding affinity changes for both
the bound (AG;) and free (AG,) states in the forward and
backward mutations. For example, in the forward T131I longer
simulation, the FEP shows a free energy change of 31.4 kcal/
mol for the bound state, and 26.1 kcal/mol for the free state,
resulting in AAG = 5.3 kcal/mol, while the backward I131T
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TABLE 1: FEP Simulation Results for the H3N2 HA/Fab Binding Free Energy Change due to the T1311 Mutation®

mutation MD steps/ window total MD time (ns) AG; (kcal/mol) AG; (kcal/mol) AAG (kcal/mol)
T1311 200 000 6.6 31.38 24.97 6.41

2 000 000 66 3141 26.07 5.34
1131T 200 000 6.6 —31.37 —26.39 —4.98
(reverse) 2 000 000 66 —30.73 —25.03 —=5.70

@A reverse mutation I131T is also being performed to check the consistency of results. A total of 22 windows are used in the FEP
calculations for both the bound and the free states, with a time step of 1.5 fs in the MD simulation.

TABLE 2: FEP Simulation Results for the H3N2 HA/Fab Binding Free Energy Change due to Various Mutations of T131¢

mutation caled AAG (kcal/mol) exptl AAG (kcal/mol) mutation calcd AAG (kcal/mol) exptl AAG (kcal/mol)
T1311 5.20 £ 0.94 5.0 T131F 5.68 +1.48

T131G —3.72 £ 0.69 TI131W 746 £1.91

TI131A —2.81 +0.91 T131L 315+ 1.19

T131C 0.117 £ 1.24 T131H 3.84+1.17

T131V 2.58 £0.89 T131Y 6.01 £ 1.31

T131M 0.57 £ 1.63 T131IN 2.92 £1.16

T131Q 1.22 £1.20

T131S —0.48 £ 1.57 S157L 4.09 +1.03 3.7

@A total of five independent runs are performed for both the bound and free states for the standard deviation calculations with each running

6.6 ns.

mutation shows —30.7 kcal/mol for the bound state and —25.0
kcal/mol for the free state, resulting in AAG = —5.7 kcal/mol.
Overall, the two longer (66 ns), the forward and backward, FEP
calculations show an average of 5.5 kcal/mol decrease in the
binding affinity upon the mutation from the wild types THE131
to ILE131. This data is in excellent agreement with the
experimental results, a 4000-fold increase in the dissociation
constant Ky value, which is equivalent to an ~5 kcal/mol
decrease in binding affinity.? The shorter runs (6.6 ns) show a
slightly larger deviation from the average value, with the forward
T1311 mutation of 6.41 kcal/mol and the backward 1131T
mutation of —4.98 kcal/mol, indicating that more conformational
space sampling is indeed helpful in determining the binding
affinity (more below). It is widely recognized that, for effective
FEP calculations, a sufficient conformational space sampling
is often critical.2>2%37=3% Many groups have developed efficient
sampling methods to tackle this problem.?-37~3 Warshel and
co-workers also pointed out that a satisfactory convergence in
FEP is not only related to the extensive sampling but also to
the proper electrostatic boundary condition and long-range
treatment (such as local reaction field, LRF).!5:1640=42 Qur
currentapproach is to develop massively parallel MD softwares?!-3
on supercomputers such as IBM BlueGene/L to perform these
large scale FEP simulations. The other significant effort along
these lines is from Pande’s group with tens of thousands PC
clusters at Folding@Home.?

A decomposition of the total binding affinity into its van der
Waals and electrostatic components might offer useful informa-
tion about the molecular mechanism involved in the antibody—
antigen binding. In this study, we use a straightforward
decomposition in FEP by collecting van der Waals and
electrostatic interaction contributions separately, i.e., V(1) =
V(Aelee + V(A)vaw, in the same ensemble with full interactions
in eq 2 (see the Method and System section). Due to the
nonlinearity of the FEP formulation, there might be a small
coupling term in this approach.*3 Again, using the forward T1311
simulation as an example, out of 31.4 kcal/mol total bound state
free energy change AG, 26.2 kcal/mol is from the electrostatic
interactions, and 4.9 kcal/mol from van der Waals, and the
coupling term is about 0.3 kcal/mol. Therefore, the electrostatic
interactions dominate the free energy change. Similarly, out of
the total 26.1 kcal/mol total free state free energy change AGo»,

22.6 kcal/mol is from the electrostatic interactions, 3.3 kcal/
mol from van der Waals, and 0.2 kcal/mol from the coupling.
In the final binding affinity change AAG for the mutation T1311,
the electrostatic interactions also dominate the contribution, with
about 70% from electrostatic and 30% from van der Waals
interactions. It should be noted that there are still controversies
in the literature about the meaningfulness of breaking the total
free energy into components.*3746 Also, the free energy
decomposition might be path-dependent, i.e., turning on van
der Waals interactions first or electrostatic interactions first in
some FEP approaches. Nevertheless, we find such decomposi-
tion offers useful insights into the various physical interactions
involved in the HA—Ab molecular binding (more later). Another
way to decompose free energy components is the linear response
approach (LRA) by Warshel and co-workers.*?

These representative free energy calculations also reveal that
larger fluctuations in AG, and AG; can be seen in some A4
windows (not all of them) but not always the same windows.
A detailed convergence analysis shows that more runs, with
6.6 ns each, give a slightly better convergence than single longer
runs (as shown in the final AAG when compared to experiment).
Therefore, in the following binding affinity calculations, we use
many 6.6 ns shorter runs for AAG average and standard
deviations. At least five independent runs starting from different
initial configurations are performed for average binding affinity
and standard deviation calculations. The simulation length for
each mutation is more than 66 ns (22 windows x 0.3 ns x 5+
runs X 2 states), and the total aggregate simulation time for
this study is more than 2 us, which is significantly longer than
most FEP calculations currently reported in the litera-
ture?4=26:374448 (Jarger window sizes and longer simulation
durations have also been tested, and a good convergence has
been found with the current settings). These extensive simula-
tions show a binding affinity change of 5.20 £ 0.94 kcal/mol
for the T131I mutation (see Table 2), in excellent agreement
with the experiment.

Next, we investigate the underlying physicochemical factors
causing this relatively large 5.2 kcal/mol binding affinity
decrease. The previous experimental work referred to the burial
of a carbonyl group in the LYS156 backbone in the loop of
155-161 for the possible explanation.> The experiment also
found that the unbound (free) state, i.e., HA with the T131I
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(b)
Figure 3. Bridging water between T131 with the antibody: (a) the
initial bridging water; (b) the bridging water disappeared at the end of
the T131I mutation. The bridge water and hydrogen bonding residues
ALAS53 and TYR107 from Fab are shown with sticks. The T1311
residue is colored by dual topology (red, T131; blue, 1131).

mutation but no antibody binding, shows a large conformational
distortion in the loop 155-161 (backbone rmsd 1.1 A2
However, our detailed trajectory analysis shows a slightly
different molecular picture. We constantly find two or more
bridging water molecules in between the wild-type HA and the
antibody Fab near residue T131. These bridge water molecules
form hydrogen bonds between the HA THEI131 side chain’s
hydroxyl group (—OH) and Fab heavy chain residues, such as
TYRI107 (hydroxyl group in the side chain), SER31 (hydroxyl
group and backbone), and ALAS53 (backbone). These water
molecules can also be viewed as lubricants between the HA
and Fab interface; they are not necessarily fixed in space but
rather fairly mobile with hydrogen bonds forming and breaking
all the time. Upon the gradual mutation of the HA THE131
residue to ILE131 during FEP simulation, the much bulkier
hydrophobic side chain of ILE131 displaces these two or three
bridging water molecules, as shown in Figure 3. For further
validation, we have repeated the same length simulation with
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the THE131 residue intact (i.e., no mutation) as a control run,
and found about two bridge water molecules maintained during
the entire simulation near residue THE131. On the other hand,
we do not observe the induced burial of the carbonyl group of
LYS156, as speculated in the experiment.” The carbonyl group
of LYS156 makes hydrogen bonds with nearby water molecules
during the entire simulation. Therefore, it seems that the
displacement of bridge water molecules from the binding site
has contributed to the loss of the binding affinity due to the
T1311 mutation but not the burial of the carbonyl group of
LYS156. The displacement of bridging water molecules is also
consistent with the earlier free energy decomposition results
which indicate that the electrostatic interactions (hydrogen bonds
with bridging waters) dominate the binding.

Interestingly, the unbound state conformational distortion in
the loop of 155-161 due to the T131I mutation has also been
observed in our simulation. Figure 4a shows the structural
change of the 155-161 loop during the MD simulation (green,
starting wild-type structure; red, final structure). In this com-
parison, we have aligned the initial and final structures by
superimposing the nearby loop 127-132, same as in the previous
experimental work? to show the conformational distortion of
the loop 155-161 with regard to the 127-132 loop. Indeed, a
noticeable distortion has been found for the loop 155-161, as
shown in Figure 4a. This distortion has been observed through-
out the simulation once the mutation is done (last stage in FEP
A space). The average backbone rmsd for the loop 155-161 in
the last FEP stage is 1.41 A (maximum 1.72 A), when the other
loop 127-132 is superimposed. Figure 4b further shows the
comparison of the final simulated structure (in red) with the
X-ray experimental structure for the mutated free state (pdb id
2VIU, in blue), where the simulated structure displays a slightly
more distorted loop than the experimental structure. This can
be further seen from the backbone rmsd for the loop 155-161,
which is 1.1 A in the experiment? but about 1.4 A in our current
simulation, as mentioned above.

Another interesting finding from the experiment is the
movement of Fab’s heavy chain ALAS3 residue. This residue
has been found to be slightly shifted after the mutation.? Figure
5 shows the movement for the ALAS3 residue in Fab before
and after the mutation, as observed during the FEP simulation.
The mutation trajectory shows that the bulkier ILE131 side chain
is shifted toward Fab’s ALAS3 residue due to the loss of the
bridging waters and the “steric pushes” from nearby residues
of Fab to accommodate the bulkier ILE, such as TYR107,
ASN32, and SER31 in the heavy chain. This accommodation
of ILE131 has resulted in a shift in ALAS53’s side chain. All of
the trajectories show a similar effect. A closer look shows a
movement of about 1.7 A (rmsd) for this ALAS3 residue when
the initial and final antibody structures are aligned with all
backbone atoms. There are no detailed X-ray structures given
for the antibody before or after the mutation, so a direct
comparison with experimental data is not feasible; however,
from the description of this residue movement in the previous
work, it seems consistent with our current findings.

The next interesting question thus becomes “Are there any
other residues that T131 can mutate to, which will show an
even stronger neutralization escape (larger binding affinity
decrease)?” To address this question, we have run all of the
possible mutations to other residues, except for proline (PRO),
which has a special ring structure in the side chain and is
currently not supported in the hybrid dual topology in NAMD?2
(Not Another Molecular Dynamics Package).3'3¢ A total of 14
neutral mutations as well as 4 charged ones (see below for
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Figure 4. Hemagglutinin local loop structure in the free state due to
T1311 mutation: (a) structural change during the MD simulation (green,
starting WT structure; red, final structure); (b) comparison with the
X-ray experimental structure (blue, X-ray structure; red, structure from
simulation).

charged mutations) are performed. Table 2 lists all of the binding
affinity changes with standard deviations for these neutral
residue mutations. Interestingly, the mutations T131W, T131Y,
and T131F are found to have even larger binding affinity
decreases, with AAG values of 7.46 + 1.91, 6.01 + 1.31, and
5.68 + 1.48 kcal/mol, respectively. A closer look at these
mutations also reveals a significant displacement of bridging
water molecules. The larger hydrophobic side chains such as
TRP131 display the bound water molecules otherwise present
in the wild-type HA/Fab interface. Many other residues also
show a decrease in the binding affinity, such as T131H (3.84
kcal/mol), T131L (3.15 kcal/mol), TI31IN (2.92 kcal/mol),
T131V (2.58 kcal/mol), and T131Q (1.22 kcal/mol), while a
few others show an increase in the binding affinity (more
negative), such as T131G (—3.72 kcal/mol), TI31A (—2.81 kcal/
mol), and T131S (—0.48 kcal/mol). It is interesting to notice
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Figure 5. Shift of the antibody Fab heavy chain ALAS53 residue due
to the bulkier ILE131 side chain: (a) the initial postion in the wild
type; (b) the shifted position of ALAS53 after the mutation (due to the
bulkier ILE131 mutant). The ALAS3 is colored green, and T1311 is
colored by dual topology (red, T131; blue, 1131).

that T131A mutation appeared in 1990 and circulated for some
years, and then, it mutated back to THE131 (A131T) in 2004.°
Apparently, the H3N2 virus somehow figured that the T131A
mutation was not in its favor for circulation (due to antibody
neutralization and/or other causes), which seems to be consistent
with the current binding affinity predictions—the T131A muta-
tion increases the binding affinity by 2.81 kcal/mol, thus
enhancing the neutralization by the monoclonical antibody.
The FEP simulations for mutations to charged residues, on
the other hand, were found to be much more challenging.
Previous studies have pointed out that FEP calculations for
neutral to charged (or charged to neutral) residues are
nontrivial.**>% The problem arises largely from the fact that, in
order to neutralize the system during the simulation under the
periodic boundary condition, a counterion must be created
(mutated) at the same time. Meanwhile, the free energy change
of creation of a free ion, i.e., the ion solvation free energy, can
be as large as —100 kcal/mol.*>** Thus, even a small error in
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TABLE 3: Different Approaches for the FEP Mutation from Neutral to Charged Residues®

mutations free ions fixed ions no ions counter-mutations
TI31K —3.82 £ 7.36 3.22 +2.02 2.38 £ 1.07 2.01 +2.81
TI31IR 2.72 + 8..97 —0.54 + 1.66 3.86 + 1.37 220+ 1.73
T131D —2.93 +7.25 12.90 £+ 1.92 12.69 £+ 2.18 12.95 £ 2.34
TI31E —0.77 £ 9.57 6.11 +2.58 8.20 £ 1.95 11.71 £2.17

“ Four different approaches are used for THE131 mutation to possible charged residues, i.e., T131K, T131R, T131D, and T131E.

the ion solvation free energy can cause a relatively large error
in the HA/Fab binding free energy.*~>2 Here, we have used
four different approaches to address this problem: (i) add a free
counterion (mutating with the same 1); (ii) add a counterion
but constrained in space (far away from the binding site); (iii)
incorporate no counterions (i.e., “do nothing”); and (iv) counter-
mutate another residue far away from the binding site. In
approach iv, we chose a residue near the C-terminus, a polar
residue TYR297, to reduce the possible effects on the HA/Ab
binding. Table 3 lists all of the binding affinity results for the
four different approaches. Our results show that approaches iii
and iv behave most reliably. The addition of a free ion, even
with its position fixed or constrained in space, creates more
problems than fixing the “non-zero net-charge problem” with
the periodic boundary condition. The “free ion” approach
(method 1) also shows a significantly larger standard deviation
in the binding free energy due to the mobility of the free ion.
It is somewhat surprising that approach iii, “doing nothing”
(incorporating no counterions), behaves reasonably well. How-
ever, previous studies on the free energy of hydration of two
triosephosphate isomerase inhibitors>? also showed a similar
conclusion. Approach iv, by counter-mutating another distant
residue, seems to work best overall. The mutations to charged
residues all seem to show a decrease in binding affinity, with
the negatively charged residues (T131D and T131E) showing
significantly more decrease. This is related to the fact that
burying a charge inside a hydrophobic environment is very
costly. The less unfavorable binding for the two basic residues
(T131K and T131R) is because there is a nearby acidic residue
ASP98 from the antibody heavy chain, within 7—8 A of the
mutation site, which contributes favorably to the electrostatic
interactions with T131K and T131R (but contributes unfavorably
for the T131D and T131E mutations, meanwhile). On the other
hand, there is no basic residue from either the antibody heavy
chain or light chain within 10 A of the mutation site. It should
be pointed out that Warshel and co-workers have also achieved
a high convergence in FEP calculations for neutral to charged
residue mutations by introducing physically consistent polariza-
tion constraints and local reaction field (LRF) long-range
treatment for electrostatics!>1040742 (interested readers are
referred to the above references for more details).

Finally, as a further validation, we calculated the binding
affinity for another mutation S157L, whose binding affinity
change was also measured in the previous experiment.? For this
mutation, the experiment reported an ~500 times increase in
the dissociation constant Ky, indicating a binding affinity
increase of ~3 kcal/mol. From the FEP simulations, we estimate
a binding affinity change of 4.1 £ 1.0 kcal/mol upon the S157L
mutation, again in excellent agreement with the experiment. We
have not explored this mutation as extensively as the T131I
mutation partly due to its smaller binding affinity change (thus
not as effective in escaping the antibody neutralization) and
partly due to the heavy computational resource requirements.
As mentioned above, our simulation length is about 1 order of
magnitude longer than most current state-of-the-art FEP calcula-

tions, and even with supercomputers like BlueGene/L, it is
nontrivial to run these extensive simulations.

These results from current massively parallel FEP calculations
provide some testing ground for further experimental validation,
such as using X-ray crystallography to uncover key changes in
the HA structure, and immunological assays to determine the
antibody—antigen reactivity, due to these single mutations. The
approach we have developed in this study for H3N2 can be
readily applied to H5N1, once the H5N1 HA/Ab complex
structures become available. The same methodology can also
be used to assess the HA—receptor binding specificity switch
due to single or double mutations.>*7 Thus, these large scale
computer simulations might provide a first step toward our
ultimate goal that to keep ahead of the virus and offer
surveillance in silico which can be correlated with in vitro as
well as in vivo evolution.

Conclusions

In this paper, we have studied the single mutation effect on
the antibody—antigen binding affinity of H3N2 hemagglutinin
(HA) and a monoclonical antibody fragment (Fab) using the
free energy perturbation (FEP) method. With an extensive FEP
sampling (an aggregate of several microsecond molecular
dynamics simulations), we have obtained the following major
findings:

A single mutation T1311 in H3N2 HA is found to cause a
5.2 £ 0.9 kcal/mol decrease in the HA/Ab binding affinity,
which is in excellent agreement with the recent experiment
(where the dissociation constant K4 increases by a factor of
~4000), but with a somewhat different molecular mechanism.
Detailed analysis reveals that this large binding affinity decrease
is largely due to the displacement of two bridge water molecules
otherwise present in the wild-type HA/Fab interface but not so
much due to the burial of the backbone carbonyl group of
LYS156 in the loop 155-161 as suggested by the experiment.
The lack of the net binding is also related to the relatively large
structural changes in the free state (without Fab) of the mutant.

We then modeled all other possible mutations for this specific
residue site T131 and predicted a few more mutations, such as
T131W, T131Y, T131F, and charged ones like T131D and
T131E, which might display an even greater capability in
escaping the antibody neutralization. As for further validation,
we also simulated another experimentally reported mutation
S157L, for which the binding affinity results also agree with
experiment quite well.

Finally, we examined in detail various FEP approaches for
addressing the long-standing challenge in mutations involving
net-charge changes, and found the approaches using counterions,
either free or fixed in space, result in large errors due to the
solvation free energy of the counterions. A better approach is
to counter-mutate (with an opposite charge) a far-distant polar
residue from the active site, or simply do nothing special as
others had previously advocated.
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Method and System

For the HA/Ab molecular system, we used the H3N2 HA/
Fab complex (pdb id 2VIR) for the antigen/antibody binding,
which has one monomer of HA with two subunits (HA1 and
HA2) and one Fab antibody fragment with two chains (heavy
chain and light chain). The HA/Fab complex is solvated in a
88 A x 115 A x 113 A water box (see Figure 2b), with a total
of ~34 000 water molecules. The counterions (2 C17) are then
added to neutralize the simulation system, which gives a total
of 112711 atoms. The complex system is then minimized by
5000 steps, followed by a two-stage, 10 ns each, equilibration.
In the first stage, the protein backbones are constrained, and in
the second stage, all atoms are relaxed. The unbound (free) state
is modeled with the HA only, solvated in water, and equilibrated
with a similar process. The particle-mesh Ewald (PME) method
is used for the long-range electrostatic interactions.’* All
molecular dynamics (MD) simulations are performed with a
specially optimized version of NAMD23!:36 (for IBM BlueGene)
using NPT ensemble at 1 atm pressure and 310 K temperature.
The CHARMM?22 force field>® and TIP3P water model>® are
used.

When an antigenic variation occurs, the change in the HA
binding affinity to a neutralizing antibody can be calculated by
the free energy perturbation (FEP) method.'#~2° The Helmholtz
free energy of a system can be expressed as

G=—kTlhZzZ= —len{ f fdp dq exp[—fH(p, q)]}
(D

where Z is the partition function and H(p,q) is the Hamiltonian
of the system. The binding free energy change AG due to a
mutation in hemagglutinin can then be calculated as

AG, = —kTInBxp(—f[V(. + AL — V)G ()
AG = ZAGl 3

where V(1) = (1 — )V; + AV,, V| represents the potential
energy of the wild type, and V, represents the potential energy
of the mutant. The FEP parameter A changes from 0 (V;) to 1
(V») when the system mutates from the wild type to the mutant,
and [1.[] represents the ensemble average at potential V(4). In
typical FEP calculations, for a single mutation from residue A
to residue B, many perturbation windows have to be used in
order to have a “smooth” transition from state A to B, with
typically more windows near the two ends in order to enhance
the sampling statistics.

In general, it is difficult and extremely time-consuming to
directly calculate the binding affinity change AG4 (see Figure
1) for the binding process between a protein and an antibody,
due to the complicated binding process. However, we can avoid
this problem by designing a thermodynamical cycle in FEP
calculations, as shown in Figure 1. In order to obtain the binding
free energy change from residue A (wild type) to residue B
(mutant), AAGag, we can instead calculate the difference in
free energy changes for the bound state (AG/) and the free state
(AG») with the same mutation. Within a complete thermody-
namical cycle, the total free energy change should be zero

AG, + AG, — AG, — AG, = 0 4)
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which gives the binding affinity change due to the mutation
from A to B as

AAG,,, = AGy — AG, = AG, — AG, (5)

In the current setup, a 22-window scheme has been adopted
for both the bound and free states to achieve a reasonably high
accuracy (A =1.077,1.07%,1.075, 1.074, 1.073, 0.01, 0.05, 0.1,
0.2,0.3,0.4,0.5,0.6,0.7, 0.8, 0.9, 0.99, 0.999, 0.9999, 0.99999,
0.999999, 0.9999999). At least five independent runs starting
from different initial configurations (picked evenly from the
second stage of equilibration) are performed for average binding
affinity and standard deviation calculations. The simulation
length for each mutation is at least 66 ns (22 windows x 0.3
ns x 5+ runs x 2 states), and the total aggregate simulation
time for this study is more than 2 us, which is significantly
longer than most FEP calculations currently reported in the
literature.?*=2%37 In each FEP A-window, the first 4000 steps
are for further equilibration. Larger window sizes and longer
simulation durations have also been tested, and we found that
the current setup gives us a reasonable convergence in the final
binding affinities.
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