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Global phase diagrams for freezing in porous media
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Using molecular simulations and free energy calculations based on Landau theory, we show that
freezing/melting behavior of fluids of small molecules in pores of simple geometry can be
understood in terms of two main parameters: the pore whtith(expressed as a multiple of the
diameter of the fluid moleculeand a parameter that measures the ratio of the fluid-wall to the
fluid—fluid attractive interaction. The value of tlaeparameter determines the qualitative nature of

the freezing behavior, for example, the direction of change in the freezing temperature and the
presence or absence of new phases. For slit-shaped pores,dargkres lead to an increase in the
freezing temperature of the confined fluid, and to the presence of a hexatic phase. For pores that
accommodate three or more layers of adsorbate molecules several kinds of contact layer phase
(inhomogeneous phases in which the contact layer has a different structure than the inngatayers
observed. Smaller values lead to a decrease in the freezing temperature. The parddteter
determines the magnitude of shift in the freezing temperature, and can also affect the presence of
some of the new phases. Results are presented as plots of transition temperattoeasparticular

pore width. Experimental results are also presented for a variety of adsorbates in activated carbon
fibers(ACF) covering a wide range af values; the ACF have slit-shaped pores with average pore
width 1.2 nm. The experimental and simulation results show qualitative agreemen200®
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I. INTRODUCTION was a general phenomenon. For pore widths much larger

£ . tal studi £ 5 . d meli f . dthan the diameter of the adsorbate molecules the Gibbs—
xperimental studies ot ireezing and meiting of CONMNEGry, 54, equatioh,the freezing analogue of the Kelvin
phases within porous media present a complicated and some-

; ) . &quation for condensation, provides a relation between the
W.h‘.at cpnfusmg p|cture. Such studies must gddress sgvergﬂm in the freezing temperatur@\{T’;), the pore width ()
d|ff|<.:ult|es..F|rst Is the lack of well—chara_ctenzed matengl; and the surface tensions of the pore wall with the confined
having a simple pore geometry, making interpretation diffi-q 4\, y and the confined solidy(,J) phase, and for slit-
cult. The second difficulty is that of unambiguously deter- haped has the f
o ! ; . ped pores has the form,

mining the nature of the confined phases. The diffraction ané
scattering experiments commonly used to investigate bulk AT, (Yws— Ywl) ¥
phases are more difficult to apply to confined phases. A third =-2 N
problem is the prevalence of metastable states, resulting in ~ "Puk f.bulk
extensive hysteresis. Molecular simulation studies do notvherev is the molar volume an#ls , is the latent heat of
suffer from these difficulties. Although hysteresis is ob-melting, both for the bulk fluid. Most of the early experi-
served, it is possible to calculate free energies of the confineshents, which were for pore widths of 5 nm and higher,
phases, and thus locate true thermodynamic transitionshowed a linear relation betweexiT; and 1H, in accord
However, simulations experience other difficulties, particu-with Eq. (1). However, the Gibbs—Thomson equation is
larly uncertainties concerning intermolecular potentials andased on classical thermodynamics, and does not properly
limitations due to the speed of current computers. Theaccount for inhomogeneity of the confined phase or for the
complementary nature of the difficulties in experiment andadsorbate-wall intermolecular forces. Thus it breaks down
simulation can make combined experimental-simulatiorfor small pores, where the confined phases are highly
studies in this area rewarding. inhomogeneous.

Many of the early experimental studies of freezing in Miyahara and Gubbinsusing Grand Canonical Monte
porous mediaemployed silica-based materials, and showedCarlo (GCMC) simulations of the freezing of Lennard-Jones
a depression of the freezing temperature relative to the bulk.J) methane in slit pores, found that the magnitude and sign
fluid (AT¢=T¢ pore Tt,0u<0); the lowering ofT; became of AT; depended on the strength of the adsorbate-wall attrac-
greater as the pore size decreased. Since these studies dive interaction. For weakly attractive walls, such as silica,
ployed a range of adsorbates, many scientists concluded thAfT; was negative, corresponding to a lowering of the freez-
depression of the freezing temperature due to confinemeihig temperature on confinement, as found in the experiments.
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However, for strongly attractive walls such as carbdris these adsorbate molecules decreases in the order
was positive, corresponding to an elevation of the freezingd,0>CgHsNO,>CH;0H>CgHsNH,>CCl,.
temperature. For walls in which the fluid-wall interaction ~ Many authors’~?* have reported experimental evidence
was similar to the fluid—fluid interaction, and the density ofthat the adsorbed molecular layers adjacent to the pore wall
wall atoms was similar to the adsorbate density, little or nohave a different structure than that of the inner adsorbed
change inT; was observed. In this study the freezing andlayers. These studies have been for silica materials, and seem
melting temperatures were determined by heating or cooliné® indicate a fluid layer of adsorbate near the walls, while the
the sample, and so were the hysteresis temperatures ratiBternal adsorbate layers are solid or crystalline. Some recent
than thermodynamic equilibrium ones. However, the findingd?SC and dielectric relaxation studtés®*®of phases con-
of Miyahara and Gubbins were later confirmed by simula-fined within slit-shaped carbon pores, for which strong lay-
tions in which the free energy of the phases were€ring of the adsor_bate occurs, suggest that a hexatic. phase
determined:* These studies gave the true thermodynamidM@y occur as an intermediary phase between the fluid and
equilibrium freezing temperatures in the pores, and showefystalline ones. Hexatic phases, which retain long-range ori-
that the transitions were first order in slit pores. entat]onal, t_)ut no't positional, order are.knqwn to occur in
That an elevation of the freezing point might be reasonduasi-two-dimensional systems. For cylindrical pores, such

able for carbons is suggested by the experimental studies 8¢ th?ﬁ% in MCM-41 and controlled pore glasses, it is
Castroet al.® who observed a 10% increaseTipfor the first found*~*" that for pore diameters below about0where
layer of adsorbed methane and alkanes on a planar graphife s the d|ameter_of the at_:lsorbate molecqle, the fluid par-
substrate. The first experimental observation supporting suctll’na"y crystallizes into a mixiure of defective crystal and

an increase in confined systems seems to be that of Klein anadnorphous regions, and for diameters below about asly

Kumachevé who studied the behavior of cyclohexane Con_amorphous regions are observed. These results are in agree-

) ) . ment with molecular simulation results for cylindrical pores
fined between parallel mica surfaces in a surface force appa- ., . =~ . 4
in this size rangé’

ratus. At a pore width of about 4 nm they observed the sud- In this study, we show that the apparently diverse and

den exhibition of a yield stress, suggesting crystallization. Ifcomplex freezing behavior for small molecules in pores can

this mterpretatl(?]n 'E alfcepted_, :he Increase in fr_?ezmg te%e classified and understood in terms of two predominant
perature over the bulk material was 17 K. Similar eXpe”'parameters(l) the relative strength of the fluid-wall to the

ments on linear alkanes using the surface force apparatygiq_yid attractive interactiong, and(2) the reduced pore

also show an apparent increase in the freezing temperatujg i, H* =H/o¢;, where oy, is the LJ diameter for the
7 1 1

relative to the bulk yalues and supportg for these results 54sorhate—adsorbate interaction. By carrying out molecular
comes from a simulation study by Cei al.” However, some  gimy|ations, together with rigorous free energy calculations
controversy remains concerning the interpretation of thesgased on Landau theory, we are able to present global phase
results; thus, the finding of Klein and Kumachéfar cyclo- diagrams for slit pores in terms ef and H*. We further
hexane has been disputed by ChristenSauho repeated the ~ show that the simulation results are in qualitative agreement
experiment and found no evidence of an increase in freezingjith existing experimental measurements for activated car-
temperature for this system. bon fibers and mica slit pores. The molecular models and
More recently, a number of studies for adsorbates consimulation methods are described in Secs. Il and IlI, and the
fined within activated carbon fibers have shown evidence ofesults are presented and discussed in Sec. IV.
an increase in freezing temperature. These materials have
approximately slit-shaped pores, and can be prepared with
pore widths from 0.7 to about 2 nm. Using differential scan-'l- MODELS AND SIMULATION METHODS
ning calorimetry(DSCO), Kaneko and co-workets'? found We perform Grand Canonical Monte Carl&CMC)
evidence of a large increase in the freezing temperature fasimulations of a fluid adsorbed in slit-shaped pores of width
both carbon tetrachloride and benzene in these carbons. Tl whereH is defined as the perpendicular distance between
elevations in freezing temperature were 57 and 65 K, respethe planes passing through the nuclei of the first layer of
tively, for a mean pore width of 1.1 nm. Using both DSC andmolecules that make up the pore walls of the slit-shaped
dielectric relaxation spectroscopy, Sliwinska-Bartkowiak andpore. The interaction between the adsorbed fluid molecules is
co-workers have studied the freezing of watemethanof>  modeled using the Lennard-Jon@,6 potential with size
nitrobenzené® aniline® and carbon tetrachlorid®in acti- and energy parameters;;, €. The Lennard-Jones poten-

vated carbon fibers, and observed a range of freezing behatial was cut off at a distance ofdg;, beyond which it was
ior. For water, a significant decrease in the freezing temperaassumed to be zero. The pore walls are modeled as a con-
ture was observed, while for nitrobenzefig was almost tinuum of LJ molecules using the“10-4-3” Steele potentfal,
unchanged. For aniline a melting temperature of 298 K wagiven by
observed, 31 K above the bulk melting temperature of 267 10 4
K, for methanol a melting temperature increase of 43 Kwas ¢, (z)=2 2 A E m) _(ﬂ)

, _ : fw TPwWEFWO fuy 5
observed, while for CGlthe results agreed with those of z z
Kaneko et al,™ the freezing temperature for the confined 4
system being about 57 K above the bulk value. We note that _( Ttw ) 1 )
the reduced dipole momef* = u//(ea®), see Table Jof 3A(z+0.61A)3
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TABLE I. Potential energy parameters for fluid—fluid interactions. IIl. FREE ENERGY DETERMINATION
_ LJ parameters . We extend the Landau free energy approach used in ear-
Fluid ot /nm, e/ (keK) Property fitted lier studie4?*3*°to incorporatespatial inhomogeneitjn the
Simple fluids order parameter, and develop the generalized Landau-
CeHe 0.6, 401.0 Freezing point Ginzburg approach to calculate the free energy surface of
CeHio 0.5, 412.0 Freezing point

inhomogeneous fluids. The Landau—Ginzburg formalism in-

CCl, 0.514, 366.0 Freezing point | h . d tbr that i it t
CH, 0.381, 148.1 2nd Virial Coefficient  VOIV€S choosing an order parametbr that is sensitive to
Dipolar fluids the degree of order in the system. For the general case of a
CeHsNO, 0.514, 425.0 Freezing point spatially varying order parametdr(r), the probability dis-
CeHsNH, 0.514, 395.0 Freezing point tribution function of the order parametBf ®(r)] is defined
CH,OH 0.45, 256.0 Freezing point as
H-Bonding fluids
H,0O 0.3154, 401.0 Freezing point -
Pram)-= S RPN [ fa)
Nl== _— r
E& N3 N
X o(P(r)—d(r))exp(— BHy), )

Here, theo’s ande’s are the size and energy parameters
in the Lennard-Jone@.J) potential, the subscriptsandw  where= is the partition function in the grand canonical en-
denote fluid and wall, respectively, is the distance between semple, N the number of molecules in the systems,
two successive lattice planes of pore walis the coordinate = 1/k,T, \ is the de Broglie wavelength, aridy is the
perpendicular to the pore walls apg is the number density configurational Hamiltonian of the system. The path integral

of the wall atoms. For a given pore widthi, the total po-  notation,D[®(T)], should be interpreted s
tential energy from both walls is given by,

pord 2)= 1u(2) + bru(H=2). 3 f DL ®(r)]= lim HaJ dq’erNdf”- ©

vo—0

;Il-h% sftlre_ggth of aFtrac_:tic:jn of the got:e vr\]/alls ref::;lt_ive to theEquation(G) defines the path integral in terms of a trace over
uid—fluid interaction is determined by the coefficient a discrete number of sites, andv, represents the volume
per site. The Landau free energy ®(r)] is defined by

2
€t T
o= PwEFWT fy (4) ) ol )

€ ~ I

" exp(— BA[D(N])= X ——0= | DA O(1)]
in Eq. (2). Throughout the study three different fluid—fluid '
interac_tion parameters were us@ge Table)t (1) LJ me_th- X 5@(r)_qp(r))exq_ﬁHN) (7)
ane witha¢=0.381 nm,e;; /kg=148.1 K;(2) LJ CCl, with
o1=0.514 nm, e;;/kg=366 K; (3) LJ aniline with o SO that, from Eq(5)
=0.514 nm,es; /kg=395 K. Eight different sets of param-
eters were chosen for the pore wall interaction. This was ALP(N]1=—ksT In(P[®(r)])+ Constant. ®

achieved by fixingr,,,,= 0.34 nm and\ =0.335 nm, the size
corresponding to graphitic porésand letting the product of
pwX €sy, Vary over a range, resulting in eight different alpha
values, from a purely repulsive wall to a strongly attractive
wall (=0 to a=2.14). For exampleg=2.14 corresponds
to LJ methane in activated carbon fibers, for whigh
=114 nm ® ande,,,/kg=28 K. The Lorentz—Berthlot mix-
ing rules, together with théf andww parameters, were used
to determine the values of;,, ande;,,. The simulation runs
were performed by fixing the chemical potential, the vol-
ume, V, of the pore and the temperaturk, Two different

The Landau free energy can be computed by a histogram
method combined with umbrella sampling that calculates the
probability distribution of the system in the order parameter
space. The probability distribution functid®{ ®(r)] is cal-
culated during a simulation run by collecting statistics of the
number of occurrences of a particular value of the function
®(r). This is accomplished by constructing a histogram with
respect tod® values in different domains obtained by dis-
cretizing the spatial coordinates. The procedure to collect
statistics, construct the histograms and the choice of weight-
’ ing functions for performing the umbrella sampling are de-
pore widths H =3o¢ andH =7.50; were chosen for study. g.ineq in Refs. 4 and 30. The grand free energy of a par-

A rectilinear cell of dimensions (&f;X 600¢) in the plane ticular phase A,Q,=—kgT In(E), is then related to the
parallel to the pore walls was used. Typically the Sys'[er}andau free enérgy by '

consisted of up to 12 000 adsorbed fluid molecules. The ad-

sorbed molecules formed distinct molecular layers parallel to

the plane of the pore walls. The simulation was set up such exp(—,BQ)=j D[P (r) Jexp(—BALD(r)]), 9)

that insertion, deletion and displacement moves were chosen

at random with equal probability. Thermodynamic propertieswhere the limits of integration in Eq9) are from the mini-
were averaged over 2000 million individual Monte Carlo mum value of®(r) to the maximum value ofb(r) that
steps. characterizes the phase A. We use a two-dimensional bond

Downloaded 16 May 2002 to 18.63.2.61. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



1150 J. Chem. Phys., Vol. 116, No. 3, 15 January 2002 Radhakrishnan, Gubbins, and Sliwinska-Bartkowiak

orientational order parameter to characterize the orientational g(r) G, (1)
order in each of the molecular layers that is defined as fol- 4.0 0.4
lows: 20| T=360K 0z
1 N 1.0 flim 0.1 m\!\m
Vei(p)= N k; exp(i66y). (10) a0 ‘ 29
3.0

We,;(p) measures the hexagonal bond order at posjpion 20 [j  T=340K 2:: nﬁM
thexy plane within each laygf, and is calculated as follows. é:g 00
Nearest neighbors were identified as those particles that were 54 ‘ 0.8 ‘
less than a cutoff distanag,, away from a given particle, ég | T=290 K 0.6 —“H"W“”“""W“”’
and belonged to the same layer. We used a cutoff distance 20 | 04 f
rnn=1.30, corresponding to the first minimum af(r). (1)i8 HNWNVWWWWWW“’ 0.2y

. . . . 0.0 ‘
The orientation of the nearest neighbor bond is measured by ~ 00 100 200 300 00 100 200 300
the # coordinate, which is the angle the projection of the r/ oy r/ oy

negrest—neighbor vector on t.b@_plane' makes Wit.h the FIG. 1. g(r) andGg(r) in the two molecular layers of Cgkonfined in a
aXIS.‘P&]-(p), is calculated using Eq10), Where the index graphite pore of widttH=30; («=1.92): (a) liquid (“L" ) phase atT
runs over the total number of nearest-neighbor bddgleit =360 k; (b) hexatic(H" ) phase aff =340 K; (c) crystalline(“C" ) phase
positionp, in layerj. The order paramete¥g; in layerjis  atT=290 K.

given byWe;=|fdpW¥¢;(p)|/S dp. For the case of LJ C¢I

in slit-shaped pores, where there is significant ordering into

distinct molecular layers, the order paramedgir) can be

reduced tob(2) and can be represented by the two confined molecular layers of LJ GGt three differ-

ent temperatures are given in Fig. 1. It is evident from Fig. 1
no_ R that the high temperature phaseTat 360 K, with an isotro-
D(2)= D, Ve;0(z—7). (1) pic g(r) and exponentially decayinGg;(r), is a dense fluid
=1 (liquid) phase with short-range positional order and short-
In Eq. (11), the sum is over the number of adsorbed molecu+anged orientational order. The confined phas&-aB40 K

lar layers and; is thez coordinate of the plane in which the is characterized by an isotropic positional pair correlation
coordinates of the center of mass of the adsorbed moleculdgnction and an algebraically decaying orientational correla-
in layerj are most likely to lie on. It must be recognized that tion function; this is a clear signature of the hexatic phase
each of the\l_f&,- 's are variables that can take values in theWith short-range positional order and quasi-long-ranged ori-
range[0,1]. The histograms can be collected to evaluate thé&ntational order. AT =290 K the confined phase is a two--
probability P[Wg 1, We.. . .., ¥s,] as a function of the or- dimensional hexagonal crystal, with quasi-long-range posi-

tional order and long-range orientational order.
der parameter¥g,,Vg,, ..., Ve,. The grand free energy . ) o
) A0 ne Two-dimensional systems have a special significance for
is then calculated using the equation

phase transitions in which continuous symmetry is broken,
such as freezing transitions. The Mermin—Wagner theorem
states that true long-range order cannot exist in such
(120  Systems? Nelson and Halperiii proposed the “KTHNY”
(Kosterlitz—Thouless—Halperin—Nelson—Youyrgechanism
IV. RESULTS for meltin_g_ of a crystal in twg dimensions whi_ch ;Qvolves
two transitions of the Kosterlitz—Thoule$KT) kind:** the
The state conditions in the simulations were chosen sucfirst is a transition between the two-dimensional crystal
that the confined phase was in equilibrium with the bulkphasewith quasi-long-range positional order and long range
phase at 1 atm pressure. For each set of values of the |a¥ientational ordgrand a hexatic phadevith positional dis-
fluid—fluid interaction andw, the simulations were started order and quasi-long-range orientational ojdéine second
from a well equilibrated confined liquid phase, and in suc-transition is between the hexatic phase and the liquid phase
cessive simulation runs, the temperature was reduced. THbaving positional and orientational disorfidfach KT tran-
two-dimensional, in-plane positional and orientational pairsition is accompanied by a nonuniversal peak in the specific
correlation functiong g;(r) and Ggj(r) of layer j], were heat above the transition temperature, associated with the
monitored to keep track of the nature of the confined phaseentropy liberated by the unbinding of the vortex pairs. The
The positional pair correlation function is the familiar radial crystal to hexatic transition occurs through the unbinding of
distribution function. The orientational pair correlation func- dislocation pairs, and the hexatic to liquid transition involves
tion is given byGe;(p)=(¥§;(0)Wg;(p)). The Landau— the unbinding of disclination pairs.
Ginzburg free energy calculations were then performed to  For the pore widthH* =3, the Landau free energy sur-
locate the phase transitions in state space. face is a function of two variableghere are two confined
We illustrate the above scheme for LJ GCbnfined in  layers in the system A/kgT=A[W¥4,Vs,l/kgT. This
activated carbon fibers of pore widtH;* =3. Our results for  function was calculated at two different temperaturés,
the positional and orientational pair correlation functions for=335 K andT=290 K, from which the grand free energies

eXF(_BQ)zl_.[?lJ'Jd‘PGJ P[‘l’&l,\l,&z. . H‘PG,FI]'
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FIG. 2. The first order distribution functions of the Landau free energy for q/
layer 1 atT=335 K andT=290 K, for LJ CC}, in a graphite poreH* 03
=3. ) I I [ I I
0 1 & 2 3

of the liquid (L), hexatic(H) and crystalC) phases at these FiG. 4. Global freezing phase diagram for a Lennard-Jones fluid in a slit-
different temperatures were calculated using B@). The shaped pore of widthl =7.50; and a bulk pressure of 1 atm. The symbols
grand free energy of the three phases at other temperatur%”o‘ed dia_n_10nds, filled (_:ircles and filled squares in present‘ngBpecify
further calculated using thermodvnamic inte ra??on the conditions pf co-emsten.ce'of two phases, obtained using Landau frge
Wgre ur g y g ' energy calculations. The solid lines passing through the symbols are a guide
using the temperaturds=335 K andT =290 K as reference. to the eye and represent the phase boundaries separating the different
The first order distribution function of the Landau free en-phases. Five different phases are observed: liquid, contact-hexatic, contact-

ergxfunctions for the first molecular Iay(élayer 1 A crystal, contact-liquid and crystalline. The different phases are characterized
! by the positional and orientational correlation functions as depicted in Figs.

X[Wg 4] [which is obtained by the taking the functional de- 5_9. The “dash-dot-dot-dot" line represents the freezing temperature of a
rivative of Eq.(12) with respect to the order paramet®g ; LJ fluid under ambient pressures and is provided for reference. The point
in layer 1], at T=335 K andT=290 K are shown in Fig.’ 2. marked by the open circle is t.he experimgntal result of Klein and Kuma-
L . . . . cheva(Ref. 6 for cyclohexane in a mica slit pore.

The distribution functions in Fig. 2 are good representa-
tions of the three-dimensional Landau free energy surface for
the system considered here because the fluid-wall potential
energy is symmetric with respect to the two confined mo- In a previous study we used corresponding states
lecular layers of CGJ, causing the matrixA[Wg 1, W 5] t0 theory to show that the freezing temperature of the confined
be symmetric. Further, the lowest free energy state pointﬁuid relative to that of the bulk fluid was a function of the
that govern the equilibrium thermodynamics of the systenflimensionless parametetd™,«, and the diameter ratio
are given by the diagonal elements and the elements near tivaw /o . However, the freezing temperature ratio was found
diagonal of the matrix. to be only very weakly dependent on the diameter ratio, pro-

The presence of the three phagtls” “H,” and “C” ) vided the diameters were not very different and the pore size
of the system is clearly seen in Fig. 2, along with their rela-did not closely approach the molecular sieving regime. Here
tive thermodynamic stabilities; the nature of these phasewe show that the global freezing behavior, i.e., other transi-
were determined from the positional and orientational corretions associated with the liquid to crystalline change, in ad-
lation functions(Fig. 1). It is clear from Fig. 2 that the dition to the freezing temperature, obeys such a correspond-
hexatic phase is the thermodynamically stable phas& at ing states argument, and so is governed by the varidbfes
=335 K, while T=290 K is close to the temperature at anda; the diameter ratio again plays a minor role, subject to
which the hexatic and crystalline phases coexist. The granthe caveats above. This corresponding states principle states
free energy function for the three phasgk,” “H,” and that the phase behavior for two different adsorbates in two
“C" ) are given in Fig. 3. The crossover of the free energydifferent materials will be(approximately the same if they
functions atT=2347 K andT=290 K provide the transition have the same values Bif* anda. Thus, the construction of
temperatures of the liquid-hexatic and the hexatic-crystaphase diagrams from a minimum of simulation or experi-
transitions. The crossover of the free energy of the differentnental data, provided they cover a suitably wide range of
phases at different slopes at the transition temperatures inid* and« values, can be used to predict the phase behavior
plies that both transitions are first order, at least for this parof other systems that have not been studied. In what follows
ticular system size. we present such global phase diagrams for a range of realis-

tic values ofa. In addition to varyinga in our simulations,
we also carry out calculations for two different values of

15000 | L ol o, corresponding to methane and carbon tetrachloride
. ’ in graphite pores, and thus show that the phase behavior is
£ 500.0 H almost independent of the diameter ratio for the range stud-
a . .
ied (o values from 0.38 to 0.51 nm
~500.0 Global phase diagrams for two different pore widths
250.0 2900 330.0 370.0 were constructed by spanning the parameter spaeeand
T/K Tt pore/ Tt puik, Maintaining a pressure of 1 atm. A summary
FIG. 3. The Grand free energy as a function of temperature for liquid,Of the phase behavior of a Lennard-Jones fluid in slit-shaped
hexatic and crystalline phases, for LJ G@i a graphite poreH* =3. pores of widthH="7.50; is given in Fig. 4. For this system

Downloaded 16 May 2002 to 18.63.2.61. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



1152 J. Chem. Phys., Vol. 116, No. 3, 15 January 2002

6.0

4.0

Contact layer

2.0

|

0.0

Middle layer

20.0

r/ o,

30.0

15T

1.50 J

Contact layer

el
I/

0.50

Middle Iayer

e

0.0

(b)

FIG. 5. The 2D in-planéa) positional andb) orientational pair correlation
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FIG. 6. The 2D in-plane positional correlation functions in the confined
molecular layers for a LJ fluid in a slit-shaped pore of witltk- 7.50; for
a=2.16, T*=0.61: crystalline phase.

solid circleg shifts upward on confinement for values @f
greater than 0.9strongly attractive poresand shifts down-
ward for values ofx less than 0.9%weakly attractive porgs

In Fig. 4, the solid squares represent the freezing tem-
perature of a “partially crystalline phase;” the contact layers
(layers adjacent to the pore wallfeeze (become crystal-
line) at a different temperature than the inner layers. For
strongly attractive pores, the contact layers freeze at a tem-
perature higher than the inner layers, while for weakly attrac-
tive walls the contact layers freeze at a temperature lower
than the inner layers; this leads to the formation of two new
phases that we terroontact-crystalline(CC) and contact-

functions in the confined molecular layers for a LJ fluid in a slit-shaped pordiquid (CL) phases, respectively. The contact-crystalline

of width H=7.50; for «=2.16, T* = 1.02: liquid phase. The zero ofr)

phase is thermodynamically stable in the regier 0.95,

has been shifted on the vertical scale for layers other than the middle layepetyween the squares and the circles. The contact-liquid phase

for clarity.

is a stable phase in the regiar<0.95, between the squares
and the circles. For strongly attractive pores;0.95, the
contact layers undergo a second, liquid-hexatic phase transi-

the Landau free energy is a function of seven variables, agon (shown as solid diamongighat leads to the formation of

there are seven confined layers in the pore/kgT
..\ We7l/kgT. This function was calcu-

=A[We1, Ve, -

another new phase that we teomntact-hexatidCH).%® The
stable regions of the contact-hexatic phase are between the

lated at three different temperatures, for eight different valdines marked by the diamonds and the squares in Fig. 4.

ues ofa. For a given value ofx, the grand free energies

The only experimental data we are aware of for freezing

were calculated for each phase at three different temperatures$ a fluid of small molecules in a slit-shaped pore of this pore
using Eq.(12). Grand free energies at intermediate temperawidth are those of Klein and Kumachéar cyclohexane in
tures were then computed using thermodynamic integrdtiona mica pore. Based on the reported freezing temperature for
For a givena, the condition for phase coexistence was de-this system and the mica potential parameters of etuil
termined by identifying the temperature at which the grandsee Table Ill, we find Ty o/ Tt puk=1.055 anda=2.22.

free energies of the corresponding phases were equal. THéis point is in excellent agreement with the simulation re-
phase diagram obtained using this procedure is depicted isults shown for the freezing transitidgkig. 4), the freezing

Fig. 4. The reduced freezing temperature of the bulkkemperature being about 6% above that for the bulk fluid.

Lennard-Jones fluidwith the LJ potential cutoff at 3y;,
and long-range correction appliedét 1 atm pressure, iB*
=0.682%%" and is depicted by{ pore/ Tt pu= 1, the hori-

However, as noted in Sec. I, there is still some controversy
associated with the nature of the shift in the freezing point
for cyclohexane in mica, so that this result should be treated

zontal “dash-dot-dot-dot” line in Fig. 4. In the case of the with some caution. In addition, the value given for the pa-
confined system, the crystal phase boundary is marked by thametere,,,/kg for mica of 940 K by Cuiet al® may be
circles, below which the crystallin€C) phase is stable. The somewhat uncertaiif. However, a significant change in this

freezing temperature of the confined phdgéven by the

parameteland hence in the value far) would not signifi-
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FIG. 7. The 2D in-plane positional correlation functions in the confined
molecular layers for a LJ fluid in a slit-shaped pore of witltk 7.50; for
a=2.16, T*=0.75: contact-crystalline phase.

Contact layer

1.50

cantly affect the agreement with simulation shown in
Fig. 4, since the freezing curve is almost flat in the range = , .

1.5<a<3. o@
While the co-existence curves from simulation are ob-

tained from the grand free energies, the nature of the differ-

ent phases is distinguished on the basis of the behavior of the 050

two-dimensional, in-plane pair correlation functiog(r),

and the orientational correlation functiogg;(p), in the (\ Middle laver

confined molecular layers. Examples are shown in Figs. 5-9. . TS ay

The pair correlation functions in the liquid phase are isotro- ) ~ *° s 0 800
ff

pic [Fig. 5a)] and those in the crystalline phase correspond

to a 2-D hexagonal crystéFig. 6], in each of the confined FIG. 9. The 2D in-planga) positional andb) orientational pair correlation

|ayersl In addition7 the behavior of the orientational Corre|a_fUnCti0n$ in the confined molecular layers for a LJ fluid in a slit-shaped pore
. . B o ,

tion functions in the liquid phase show an exponential decay’ Width H=7-50 for a=2.16, T*=0.85: contact-hexatic phase.

[Fig. 5b)]. The contact-crystalline phase consists of a crys-

talline contact layer and liquid-like inner laye(&ig. 7), ) o , N
while the contact-liquid phase consists of a liquidlike contact

layer and crystalline inner laye(Eig. 8). The 2Dg(r) in the
8.0 , ‘ ‘ contact-hexatic phase is liquidlike in all the confined layers
[Fig. 9a@)]; however, the orientational correlation function in
the contact layer shows an algebraicr{ldecay while those
T=86 K in the inner layers show an exponential de¢hig. 9b)].

1 To illustrate the phase changes that occur on cooling,
consider a slit-shaped pore of width=7.50; having ana
value of 2.0. We start from the liquid phase at
Tt pore Tt pu=1.5 and lower the temperature while main-
taining a bulk pressure of 1 atm and ensuring that the system
is at equilibrium. There will be a liquid-hexatic transition in
the contact layers ats yore/ Tt puk=1.35. Upon further re-
ducing the temperature t® yore/ Tt pu=1.15, the hexatic
contact layers crystallizéwhile the inner layers remain flu-
idlike), leading to the formation of the contact-crystalline
Middle Layer phase. AT yore/ Tt puk=1.08, the inner layers crystallize,
5 15 2.0 and below this temperature the confined phase is comprised
r/nm of stacked configurations of 2D hexagonal crystal.

FIG. 8. The 2D in-plane positional correlation functions in the confined The Q'Oba' pha§e d_|agram for a smaller _pore width of
molecular layers for a LJ fluid in a slit-shaped pore of witth7.50 for ~ H =307¢¢ IS shown in Fig. 1Qa). For this choice of pore
a=0.62, T*=0.61: contact-liquid phase. width there are no “contact” phases, as only two confined

6.0 [

Contact Layer

2.0

0.0

0.0 0.5
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/ 15 L 4 FIG. 10. (a) Global phase diagram of a fluid in a slit
L 344 H pore of widthH =3 from simulation. Three different
2 ‘ g g . Qs s %6 phases are observed: liquid), hexatic(H), and crys-
- of the phase boundaries based on MC simulations with-

talline (C). The dashed line represents an extrapolation
out free energy calculationgb) Global phase diagram

’];‘bulk : :
0.9 / . 0.
of a fluid in a slit pore of widttH=30; from experi-

I
n

—_

—

S
]

Tt pore / Truik
o
©
|
@}

R pore / Topuik

0.6 - 0.6 — ment. The experiments are for various adsorbates con-
fined within activated carbon fibef®\CF, mean pore
(a) (b width 1.4 nm: 1. H,O (Ref. 13, 2. GHsNO, (Ref. 14,
0.3 T T T 03 S S e — 3. GHsNH, (Ref. 19, 4. CHOH (Ref. 13, 5. CC,
0 L, 2 3 0 L, 2 3 (Refs. 11, 16 6. CHq (Ref. 12.

molecular layers are present, both of which are contact lay- The phase boundaries shown in Figs(dl@nd (b) are

ers. A similar phase diagram obtained from experimental regualitatively similar. Asa becomes smaller the temperature
sults is shown in Fig. 1®). The experimental results were range where the hexatic phase is stable decreases. This is to
taken from our previously published work and from the be expected, since as becomes small the fluid-wall inter-
literature®*2~1%2°For each experimental system, the fluid— actions are relatively weaker, and the adsorbate no longer
fluid interaction parameters were determined by fitting thearranges itself into well defined quasi-two-dimensional lay-
Lennard-Jones potential to reproduce the bulk freezing poingrs. The crystal/hexatic boundary curves from simulation and
data(Table ). For methane, the Lennard-Jones parametersxperiment are in good agreement, within a few % for the
were chosen to reproduce the second virial coefficient datdreezing temperatures. The liquid/hexatic curves are qualita-
these parameters gave a reasonable description of the freda@rely similar, but the experimental points show a larger scat-
ing point of bulk methane. The pore wall potential param-ter, with the agreement between simulation and experiment
eters for activated carbon fiber were obtained from St€ele. being within 12%.

For fluids with predominantly dispersive interaction (¢Cl All of the results shown here are for slit-shaped pores,
CsH12, and GHg), the fluid-wall potential parameters were for which well-defined phase transitions occur for all pore
obtained from the fluid—fluid and wall-wall parameters, us-sizes. For cylindrical pores there will be two main differ-
ing Lorentz—Berthlot mixing rules. For dipolar fluids ences in the freezing behavior. First, the freezing tempera-
(CgHsNO,, CsHsNH,, and CHOH), the second virial coef- tures in a cylindrical pore are in general lower than for a slit
ficient data predicted by the LJ potentials in Table | waspore of the same porous material and pore widtfhis is
fitted to a Stockmayer potentidl,and thee; of the Stock- because of the additional confinement in cylinders; it is
mayer fluid was used in the Lorentz—Berthlot mixing rules toclearly harder for the molecules to arrange themselves on the
determine the fluid-wall parameters. This procedure wagppropriate lattice points in a cylinder than in a slit geometry.
adopted as the dipole interactions of the polar fluids do noSecond, although freezing transitions occur in slit pores for
contribute to the fluid-wall potential, which is assumed to beall pore widths down to widths that accommodate just one
purely dispersivéthe polarizability of graphite and mica sur- layer of adsorbate, this is not the case for cylindrical pores.
faces is smaJl For water, which has a hydrogen bonding Both simulatioR* and experiment&t~2 studies have shown
character in addition to a large dipole moment, ¢éheof the  that for pore diameters below about® only partial freez-
TIP4P potentid? was used to determine the fluid-wall po- ing occurs, with a mixture of microcrystal and amorphous
tential parameters. Again this assumes that the partiadlomains, while for still smaller pores even partial crystalli-
charges in the TIP4P potential do not contribute to the fluidzation is not observed. Recent simulation and experimental
wall potential. The fluid—fluid parameters and the fluid-wall studies suggest that this lower pore diameter below which no
parameters for the experimental systems we have consideredystal domains occur is roughly &2 for silica

are given in Tables I, II, and IIl. materials*~%’

TABLE IlI. Fluid—fluid interaction parameters used to calculate the fluid-wall interactions.

Fluid Model Parameters a
Simple fluids o Inm, €55 /(kgK)
CeHg LJ 0.6, 401.0 2.18ACF)
CeH1o LJ 0.5, 412.0 2.22Mica)
CCl, LJ 0.514, 366.0 1.92ACF)
CH, LJ 0.381, 148.1 2.16ACF)
Dipolar fluids o Inm, €41 /(kgK), u/Debye
CgHsNH, Stockmayer 0.514, 358.0, 1.1 1.7ACF)
CH;OH Stockmayer 0.45, 176.0, 1.7 1.8(ACF)
CgHsNO, Stockmayer 0.514, 212.0, 4.2 1.22CF)
H-Bonding fluids
H,O TIP4P 0.3154, 77.990o=—1.04 0.51(ACF)
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TABLE Ill. Potential energy parameters for the pore walls.

Pore Wall Model  oyy/ nM  €uu/(kgK)  py/ nm= A/ nm
Graphite(Ref. 29 0.34 28.0 114 0.335
Mica (Ref. 9 0.35 940.0 25.4 0.287
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