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Effect of the fluid-wall interaction on freezing of confined fluids:
Toward the development of a global phase diagram
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We report molecular simulation studies of the freezing behavior of fluids in nano-porous media. The
effect of confinement is to induce spatial constraints as well as energetic heterogeneity on the
confined fluid, thereby altering the bulk phase behavior drastically. We consider the effect of the
fluid-wall interaction energy on the shift of the freezing temperature and on the fluid structure, using

a novel approach to calculate the free energy surface based on Landau theory and order parameter
formulation. Corresponding states theory is then used to map out the global freezing behavior of a
Lennard-JonegLJ) fluid in model slit-shaped pores of varying fluid-wall interaction strengths.
Using LJ parameters fitted to thermophysical property behavior, we predict the qualitative freezing
behavior for a variety of fluids and nano-porous materials, based on a global freezing diagram. We
have attempted to verify these predictions by comparing with experimental data for several systems,
and show that in these cases, the experimental observations and the predictions are in agreement.
© 2000 American Institute of Physid$50021-9606800)50121-4

I. INTRODUCTION freezing temperature, as opposed to the thermodynamic

Numerous experimental studies have been reported fofrreezmg temperature, is defined as the limit of metastability

freezing of fluids in pore$-” Most of the studies™’ using of the liquid phase during freezing. Maddox and Gubfiins

silica-based porous materials show a depression of the freeitu.d'eq freezing and melting of S'T“P'e fluids N pores of
ing temperature when compared with the bullATg cylindrical geometry, and reached similar conclusions. How-
=T/ pore—Tr.puk<0). For a porous medium with an average ever, they fqund imp_ortant qliffe_rences because of t_he in-
pore’ size that is much greater than the size of the fluid molgreased confinement in a cylindrical geometry. In particular,

ecules(large pore limit, the Gibbs—Thomson equatidhre- the qddltlonal confinement led to downward ;hlfts in t_he
lates the shift in the freezing temperatueeT() to the aver- freezing temperatures when compared to confinement in a

age pore diameterH) and the surface tensions of the pore Slit geometry. The predictions of Miyahara and Gubbins
wall with the confined fluid §,,) and the confined solid were confwmgd by rigorous free energy.studlesl, in which the
(yw). The Gibbs—Thomson equation is the freezing anaj[hermodynamu:l geezmg temperature in confined systems
logue of the Kelvin equation for condensation, and is based@s calculated.“* These studies also established that the
on classical thermodynamics. Experiments done on silicall€€Zing transition was first order in such confined systems.
based pores followed a linear relationship betwadnh and Recently, Kaneket al**** studied freezing of CGlin

1H in accordance with the Gibbs—Thomson equation, in théctivated carbon fibers using differential scanning calorim-
limit of large pores. For a particular range of values)gf ~ etry (DSQO), and reported an elevation ¥ for the confined
and y,s, the Gibbs—Thomson equation predicts an elevatiorsystem, thus verifying the prediction made by simula-
in freezing temperature of the confined fluidiT;>0). This  tions!*?*The authors argued that, due to the high density of
possibility was investigated in a simulation study that lookedcovalently bonded carbon atoms in graphite, the fluid-wall
at the effect of confinement on freezing of simple fluids ininteraction is large and hence the observation is consistent
slit pores by Miyahara and Gubbiﬁ%Miyahara and Gub- Wwith the previous simulation studies. In a different study,
bins studied freezing of the Lennard-Jorieg) methane in  Sliwinska-Bartkowiaket al*’ studied the effect of confining
slit-shaped pores with different pore-wall interactions. TheCCl, in silica-based poreCPG and VYCOR that have a
authors defined “attractive pores” as those for which therather weak fluid-wall interaction, and observed a depression
potential energy of interaction of the pore wall with the con-of the melting temperature. These experimental studies pro-
fined fluid is more attractivethan the potential energy of vided an overall picture of the effect of the fluid-wall inter-
interaction that would result if the pore wall were to be madeaction on the melting of confined C£ldrawing a parallel

up of the solid phase of the fluid molecules that are confinedwith the simulation study of Miyahara and Gubbins. In order
“repulsive pores” were defined as those in which the inverseto further elucidate the effect of the pore-wall interaction it is
is true. Their study found that the hysteresis freezing temnecessary to understand the inhomogeneity of the fluid struc-
perature wasncreasedfor attractive pores antbweredfor  ture in the confined space. In the free energy study by
repulsive pores, relative to the bulk material. The hysteresi®Radhakrishnan and Gubbins of LJ methane in a graphite slit
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pore?? the presence of a thermodynamically stable intermeequation. In addition to the liquid and crystal phase relax-
diate phase lying between the liquid phase and the solidtion, a third relaxation component was observed, that sup-
phase was established in a rigorous manner. The study led fmrted the existence of a contact layer with dynamic proper-
the conclusion that the contact laydthe layers closest to ties that were more liquidlike, and different from the inner
the pore walls freeze at a higher temperature than the innelayers as found in the previous studies.
layers, and thus the intermediate phase has the structure such The experimental studies involving x-ray diffraction as
that the contact layers are crystalline while the inner layersvell as NMR methods, and the simulation studies involving
are liquidlike. The effect of the freezing of the contact layersfree energies, establish the presence of a stable intermediate
at an elevated temperature compared to the inner layetshomogeneous confined phase that has important conse-
causes a significant deviation from the linear behavior prequences for the nature of the phase transition, as well as the
dicted by the Gibbs—Thomson equation in the case oshiftin the freezing temperatures. Experiments done on silica
smaller pore¥ (H<50¢). based poregweaker wall-fluid interactiort”* conclude that
There have been experimental reports that investigatethe contact layers freeze at a lower temperature than the in-
the structure of the confined phases through NMR and x-rayer layers while the simulation studies involved graphite
diffraction techniques. Overloop and Van Gervhatudied  pores(strong wall-fluid interactionpredict that the contact
freezing of water in porous silica using NMR, and they sug-layers freeze at an elevated temperature compared to the in-
gest that in the confined solid phase up to three moleculaper layers.
layers adjacent to the pore wdllvhich they term “bound In this paper, we use an order parameter formalism com-
water”) have a structure that is different from the crystal bined with Landau theofy to investigate the effect of vary-
phase and from that of the free liquid. The rest of the wateing pore width, fluid—fluid and fluid—solid interactions on
molecules in the pore interior were in the form of cubic icethe shift in the freezing temperature, the presence or absence
(1) and the freezing temperatures were consistent with th€f & contact layer phase and the structure of these phases.
Gibbs—Thomson equation. Morishige and Nabu@kased Based on these calculations we develop a global freezing
x-ray diffraction to study water in siliceous MCM-41 having diagram that predicts the freezing behavior for a variety of
a range of pore sizes, and also confirmed the existence off#lids in common porous systems.
disordered layer of water molecules near the pore wall, with
the inner region being thie phase. Morishige and Kawatio
also studied water in Vycor glass and found evidence fofl- METHODS
both the cubicl, phaselSas well as the ordinary hexagonalA. Simulation
(Iy) phase. Bakeet al.” studied the nucleation of ice in .
sol-gel silicas and MCM-41 and found that the crystal struc- We performed grand canonical Monte Cal8CMC)

o simulations of Lennard-Jones methane adsorbed in slit-
ture depends strongly on the conditions and nature of thghaped pores of widthi=7.50,, H being defined as the
porous material, showing characteristics of bbthand |, A

. D)

- . . perpendicular distance between the planes passing through
forms. Morishige and Kawaridhave reviewed other EXPEN" the nuclei of the first layer of molecules that make up the
porc:us silicas ?ndt gdlassBes. th and Stradf ined th the adsorbed fluid molecules is modeled using the Lennard-

N a recent study, Booth an rangexamine N Jones(12,6) potential with size and energy parameters cho-
hique. The melting temperature was below the bulk meltingrhe pore walls are modeled as a continuum of LJ molecules
point, and in the confined solid phase there were two diStinCﬁsing the*10-4-3" Steele potenti@?’ given by
ponent(15—-30 us, comparable to the crystal phase in the )
bulk) was attributed to the crystal phase in the interior of the ~ @1w(2) = 27pu€rwTtyA
contact layer(the layer adjacent to the pore wall§urther U?w
lowering of temperature led to the freezing of the surface B e

3A(z+0.61A)

Sliwinska-Bartkowiak and co-workers attempted toHere, theo's ande’s are the size and energy parameters in
characterize the melting/freezing transition for a dipolarthe Lennard-Joned.J) potential, the subscriptsandw de-
ferent pore sizes, using DSC and dielectric relaxationtwo successive lattice planes of graphités the coordinate
spectroscopy’ The depression in the melting temperatureperpendicular to the pore walls akg is the Boltzmann’s
than 7.5 nm; however, significant deviation was observeergy from both walls is given by
for a smaller pore width. The results from both experiments
tive estimate of the rotational relaxation time in the fluid andThe strength of attraction of the pore walls relative to the
crystal phases by fitting the complex permittivity* fluid-fluid interaction is determined by the coefficient

mental studies of the freezing/melting behavior of water mpore walls of the slit-shaped pore. The interaction between
melting of cyclohexane in porous silica using the NMR tech-Sen to describe methane ¢ =0.381 nm,e;; /kg=148.1 K).
components of the transverse relaxation time. The short com-
2oy 10 Otw 4

] oL 5\ z z
pore, and the long component was attributed to a liquidlike
(contacj layer as well.
fluid, nitrobenzene confined in controlled pore glass of dif-note fluid and wall, respectivelA is the distance between
followed the Gibbs—Thomson equation for pore sizes largetonstant. For a given pore widthi, the total potential en-
were in good agreement. The authors also made a quantita- Ppord 2) = bru(2) T bru(H =2). 2
=¢'(w)—i€"(w) measurements to the Debye dispersion= (p,en,02,A) € in Eq. (1). Throughout the study the
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TABLE |. Summary of pore models and freezing temperatures. D maxA
Wall Strength, T /K, Ti/K, SXP(— BLa) f min.A A exp(=BALPY). @
Pore-Wall Model a contact layers inner layers .
The grand free energy at a particular temperature can be
Bulk 101.4 calculated by numerically integrating over the order param-
mggi: ; 8.34 6_6.0 4;3490 eter range Q min a—Pmaxa) that corresponds to the particu-
Model 3 0.68 78.0 86.0 lar phase A in consideration. More complete details of the
Model 4 0.85 109.0 1030  method for confined systems are given elsewRerg3!
Model 5 1.65 120.0 109.0 We use a two-dimensional order parameter previously
Model 6 2.14 123.0 113.9 introduced by Mermiff to characterize the order in each of
the molecular layers:
Np

=[(exp(i66)));|. (5

fluid—fluid interaction was kept fixed and the parameters for ;= ‘N_b kzl exp(i66y)
the wall potential were varied. Six different sets of param-

eters were chosen for pore-wall interaction that ranged fron; measures the hexagonal bond order within each lpyer
a purely repulsive wall to a strongly attractive wall; seeNearest neighbors in the same layer of a given molecule

Table I. were identified as those molecules that were less than a cut-
The simulation runs were performed in the grand canonioff distance r,, away. We used a cutoff distance,
cal ensemble, fixing the chemical potential the volumeV ~ =1.30%¢, corresponding to the first minimum in tre(r)

of the pore and the temperatufe The dimensions of the function. Each nearest neighbor bond has a particular orien-
rectilinear simulation cell were 1Q;x100¢xH for the tation in the plane of the given layer, with respect to a ref-
most part of the study, however, we also performed a syster@rence axis, and is described by the polar coordifatéhe

size scaling study that involved system sizes as large dedexk runs over the total number of nearest neighbor bonds
400X 4004 X H. The system typically contained up to 700 Ny, in layerj. The overall order parametdr is an average of
adsorbed molecule@ip to 12 000 molecules for the case of the hexagonal order in all the layers:
the largest system used in the system size scaling analysis Niayers

Periodic boundary conditions were employed in the two di- (p:( E q)j) / Niayers: (6)
mensions defining the plane of the pore walls. The simula- j=1

tion was set up such that insertion, deletion and displacemefior molecules with isotropic interaction potential the only
moves were attempted with equal probability, and the disyyo-dimensional closed packed structure is the hexagonal
placement step was adjusted to have a 50% probability Gfrystal. The quantityb is invariant under rotation about the
acceptance. Thermodynamic properties were averaged oVglayis We expectb =0 when all the layers have the struc-
100-1000 million individual Monte Carlo steps. The lengthyre of a two-dimensional liquidp=1 in the solid phase

of the simulation was adjusted such that a minimum of 5Gand 0<® <1 in the orientationally ordered hexatic phase.
times the average number of particles in the system would be

inserted and deleted during a single simulation run. We not% Dielectric relaxation spectrosco

that the geometry of the simulation box in our study is not P by
commensurate with the crystal structure in the confined solid  The capacitanceC, and the tangent loss, taf)( of the
phase. However, it was ensured that the simulation box sizeapacitor filled with nitrobenzene between the plates were
was large enough to avoid any artifacts due to the incommeasured in the frequency range,between 1 Hz and 10
mensurability between the shape of the simulation box an®Hz, for various temperatured.For the case of nitroben-

the crystal structuré’ zene confined in activated carbon fibéfgCF), the sample

was introduced between the capacitor plates as a suspension
of porous particles in pure nitrobenzene. The contributions to
the complex relative permittivity* = ' —ik” were deter-

The method to calculate the free energy relies on thénined. The electrodes were blocked using a dieledtee
calculation of the Landau free energy as a function of arflon) for samples containing the ACF, as the suspension was
effective bond orientational order parametab, using conducting. The Debye dispersion relation for an isolated
GCMC simulations. The Landau free energy is definea3 by dlpole rotating in a viscous medium under alternating elec-

tric field was used to calculate the orientational relaxation

B. Free energy

A[®P] = —kgT In(P[®]) + constant, 3 time from the premittivity dispersion spectruh.
whereP[®] is the probability of observing the system hav-
ing an order parameter value betwednand® + 6®. The ||I. RESULTS

probability distribution functionP[®] is calculated in a
GCMC simulation by collecting statistics of the number of
occurrences of a particular value @f in the form of a his- The Landau free energy for the confined methane was
togram, with the help of umbrella sampliAgFor a particu- calculated as a function of the order paramebefor differ-

lar phase, for instance phase A, the grand free enfrgys  ent temperatures and different pore models. The different
related to the Landau free energy by phases are identified by the different minima in the Landau

A. Phase behavior
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free energy curves. Each phase is characterized by calculat- 40.0
ing the average value of the order parameter and the two-
dimensional, in-plane pair correlation functions in each of
the molecular layers by constraining the phase space trajec-F,  20.0

30.0 0=0 (Hard wall)
T=60 K

tory such that only configurations whose average value of the S 100 |
order parameter lie in the ran@mn phase@Nd P max phaseOf E |
the particular phase in consideration, is sampled. The calcu- < 0.0
lated averages and pair correlation functions are insensitive ~10.0

to the exact values o iy phase@Nd P ay phaseChOSEN, as
both of them will lie close to the corresponding local maxi- -20.0
mum in the Landau free energy function. The region around -
the local maximum in the Landau free energy corresponds to
low probability configurations that have negligible contribu-
tions to the average value of the thermodynamic property in
question.

The systems studied here are summarized in Table I. The
Landau free energy functions are plotted for four different
models of the pore walls in Fig. 1. The minimum that occurs
at the values of order parameter near zero corresponds to the
liquid phase. The minimum close to an order parameter
value of 1.0 corresponds to the crystalline phase. For certain
pore models an intermediate phase lies between the liquid
and the crystalline phase. The temperature in each case is
chosen such that the free energy difference between the in-
termediate phase and the liquid phase or the crystalline phase
(which ever has a lower free enejg¥ i, iIs @ minimum:

Amin= Min{ﬂint_ Q* }T )

0.5 0.0 0.5 1.0

A[®] /KT

0*=0gy if Qgy<Qyq, (7
Q*:Q"q |f Qliq<chy-

In Eq.(7) “liq,” “cry” and “int” refer to liquid, crystal and
intermediate phases, respectively, and the function{ Min
minimizesf with respect tor.

For repulsive and weakly attractive walls, the intermedi-
ate phase is at best metastable. For strongly attracting walls,
the intermediate phase exists as a thermodynamically stable
phase for a certain range of temperatures. The plak gf
versus the relative strength of the fluid-wall to the fluid—fluid
interaction« is shown in Fig. 2. For values af less than
0.48, A i is always positive, and thus only two thermody-

A[D]/kT

namically stable phases exist, liquid and crystalline. For val- 20.0
ues greater than 0.48, three stable phases exist in the system =2.14 (Graphite)
For the case of the purely repulsive pore, the disordered T=1.13 K P

phase exists as a three-dimensional liquid and the ordered & 10.0
phase is a fcc crystal. The increase in thevalue for the
pore model induces layering in the system, distinct molecular
layers forming parallel to the plane of the pore walls. In these
cases the individual molecular layers exist as a quasi-two-
dimensional liquid in the disordered phase and as two-
dimensional hexagonal crystal in the crystalline phase. The -10-00.0 02 04 06 08 1.0
intermediate phase is a partially ordered phase. In the case of ®

a weakly attractive pore, the contact layérg., the layers

adjacent to the two pore wallare liquidlike while the inner

layers are crystallingsee Fig. 8a)]; thus the contact layers

freeze at a lower temperature compared to the inner layers.

For the case of a strongly attractive pore, the IntermedlatEIG. 1. The Landau free energy as a function of the order parameter for LJ

phase is characterized by crystalline contact layers and lignethane in four different pore models) a=0 atT=60K; (b) «=0.34 at
uidlike inner layers; in this case the contact layers freeze at =84 K; (c) «=0.68 atT=96 K; (d) a=2.14 atT=113 K.

APk

0.0
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FIG. 2. The plot shows\,;, as a function ofe. Regions with negative 80
values ofA,, correspond to the presence of a thermodynamically stable
intermediate phase in the system. T=123 K
6.0 | |
Contact Layer
higher temperature compared to the inner lay€&ig. 3b)].
The reversal of the freezing behavior of the contact layers .l
occurs fora values between 0.85 and 1.15. The crossover of &
the branches of the grand free energy of the liquid, interme-
diate and the crystal phases determines the freezing tempera
ture of the contact layers as well as the inner layers. The 20
values of the freezing temperature as a function of the
strength of the fluid-wall interaction parameterare sum- _
marized in Table I. The bulk freezing temperature of LJ ‘ ~ Middle Layer
methane is 101.4 K. It is also observed that for weakly at- o) "0.0 0.5 r/nr1ﬁJ 15

tractive pores ¢<0.85) there is a depression in the freezing
temperature and for strongly attractive pores><(1.15) there  FIG. 3. (a) Plot shows 2-D, in-plane pair correlation functions in the mo-
is an elevation in the freezing temperature, when comparelgcular layers corresponding to the intermediate phase for LJ methane in a
to the bulk. weakly attractive _porec(=0.68,T=86 K). (b) The same for LJ methane in
For a LJ fluid confined in a slit pore having a continuum  STONgY atiractive porea(=2.14, T=123 K).
“10-4-3” potential walls, the configurational partition func-
tion in the canonical ensemb@.o.ig(N,V,T), is given by
For a LJ fluid confined in a model slit pore with “10-4-3"
potential, Eq.(10) implies that the complete phase behavior
including the freezing temperature is predictable from the
knowledge of the Landau free energy as a function of the
where the integration is over alf, i.e.,ry,r,,r3, etc.,Nis  order parameter and temperature. The valuerdbgether
the number of molecules in the systewjs the volume of  with results such as those in Fig. 1, in reduced variables, can
the systemr; represents the spatial coordinates of moleculehe used to predict the freezing properties of the particular LJ
i, “f" accounts for the fluid—fluid interaction andg” ac- system under consideration.
counts for the fluid-wall interaction. Thus, In order to predict the freezing properties of realistic
_ * T fluid/pore systems, the respective fluid—fluid and fluid-wall
Qeonfig= Qeonid N: V7, T, 2, 01, 7] ©  interactions are approximated using the LJ potential and the
Typical fluid and pore systems have similat; and oy,  slit pore model. The LJ parameters for the fluid are chosen to
values for small adsorbate molecules, and for a narrow rangeproduce thermophysical datsecond virial coefficients or
of these size parameterg,is a weak function ofo;; and  viscosity of the bulk gas. The pore model parameters,
ow- Thus, from the principle of corresponding staté®m a oy, €ww.pw @aNdA, are chosen such that molecular simula-
good approximation for small adsorbates, tion results of adsorption of LJ nitrogen matches the experi-
mental results at 77 K. Based on the fitted potential param-
AT~ A*[NVE T, a,HY] (10 eters, the calculated value afis used to predict the freezing
and temperatures of the contact layers as well as that of the inner
layers, and also the structure of the confined fluid in various
Ty ~TilaH*]. phases. Three different categories of fluids were chosen:

(VarNexd — Ny XN
Qconflg fo drl GX% T* f(r|) T* g(r| ) ’ (8)
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TABLE Il. Potential energy parameters for fluid—fluid interactions. TABLE lIl. Fluid—fluid interaction parameters used to calculate the fluid-
wall interactions.

LJ parameters

Fluid o Inm, €51 /(kgK) Property fitted Fluid Model Parameters
Simple fluids Simple fluids o /nm, edisPersive (e K)
Ar 3.4,119.8 2nd Viral Coeff.
Kr 3.6,171.0 2nd Viral Coeff. Ar LJ 3.4,119.8
Xe 4.1, 222.0 2nd Viral Coeff. Kr LJ 3.6, 171.0
Ny 3.7, 96.0 2nd Viral Coeff. Xe LJ 4.1, 222.0
CH, 3.8,148.1 2nd Viral Coeff. N, LJ 3.7, 96.0
CcO, 4.4,192.0 2nd Viral Coeff. CH, LJ 3.8,148.1
CCl, 5.1, 366.0 Freezing point CO, LJ 4.4,192.0
. . CCl, LJ 5.1, 366.0
Dipolar fluids
HCI 3.3, 360.0 Viscosity Dipolar fluids o /nm, efisPersivg (i K), u/Debye
HI 4.1, 324.0 Viscosity
CeHsNO, 5.7, 425.0 Freezing point HCI Stockmayer 3.3, 327.0, 1.03
) . HI Stockmayer 4.1, 324.0, 0.1
H-bonding fluids _ CsHsNO, Stockmayer 5.7, 265.0, 4.2
NH3 2.6, 711.0 2nd Viral Coeff.
H,O 3.2, 888.0 2nd Viral Coeff. H-Bonding fluids
NH;3 Stockmayer 2.6, 320.0,1.5
H,O SPC-E 3.2, 75.0, charges

simple fluids, dipolar fluids and hydrogen bonding fluids.
The LJ parameters that represent the fluid—fluid interaction

for these fluids are given in Table Il. For dipolar and hydro-that lie in region 2 (0.5 «<0.85) show a depression in the
gen bonding fluids the approximation of the fluid—fluid in- freezing point behavior and have an intermediate phase with
teraction by a LJ potential is a drastic one, however, thdluid-like contact layers and frozen inner layers. The systems
predicted freezing behavior is expected to be qualitativelythat lie in region 3 ¢<0.5) also show a depression in freez-
correct. Two different models of slit pores are considered: ang point but they are characterized by an intermediate phase
strongly attractive pore with interaction parameters chosen tthat is metastable. Thus, these systems have only two true
model graphitic carbon pores, and a weakly attractive por¢hermodynamic phasegéiquid and crystalline solid In re-
modeled on silica walls. The size paramedgy, to be used gions 2 and 3, smaller values af lead to larger magnitude

in the 10-4-3 potential is taken to ber{+o..)/2. For of the depression in the freezing temperature. The dashed
simple fluids, the energy parameteyf,, is calculated as line represents the boundary between regions 2 and 3. The
(esr€nm)®®, consistent with the Lorentz—Berthlot mixing boundary that separates regions 1 and 2 extends between the
rule. For dipolar and hydrogen bonded fluids, the LJ fluid—two dotted lines. Thus, systems falling in this boundary re-
fluid parameters given in Table Il include, in some approxi-gion can either show a depression or an elevation in the
mate, averaged fashion, the effects of direct electrostatic anieezing temperature on confinement but the magnitude of
induction interactions. The use of thg; values given in the shift will be close to zero.

Table Il in the Lorentz—Berthelot rule ef;ey,) > to esti-

mateey,, is therefore not appropriate. We expect direct elec{V. DISCUSSION

trostatic and induction interactions between such fluid mol- The global freezing diagrartFig. 4) predicts the freez-
ecules and the wall to be small, and we therefore neglect 9 9 g 9.9 P

o . ing temperatures of the contact and the inner layers and the
them. The LJ fluid-wall energy parameter is taken to be confined fluid structure in the different phases for a variety of

€= (€SP ¢ Y2, (11)  fluids in slit pores with model parameters to suit silica and
ygraphite interactions. It is clear that the strength of the fluid-
wall interaction relative to the fluid—fluid interactionx)
dispersion ¢ plays a very important role in determining the freezing tem-
NH;, the values ofefy fited to the Stockmayer perature as well as the structure of the confined fluid. The

potentia?“ were used in Eq(11), while for H,0 the value estimates of the freezing temperature for many systems are
fitted to the SPC-E model was used. These values are given 9 P y sy

: . . 0 be regarded as approximate, because of the simplicity of
in Table IIl. Interaction parameters that characterize the por . . . .

. : e pore models and the interaction potentials used to predict
walls are given in Table IV.

. . . . the phase diagram. Comparison between simulation and ex-
The global freezing diagram for typical fluid/pore sys- eriment is expected to be in nearly quantitative agreement
tems is given in Fig. 4. Each fluid is placed on the vertical® P yq 9

axis depending on the porous material in which it is confined

and the « value. The systems that lie in region X ( TABLE IV. Potential energy parameters for the pore walls.
>1.15) show an elevation in the freezing point and are char
acterized by an intermediate phase with frozen contact layers
and fluidlike inner layers. Systems with larger valuesaof
have a larger elevation in freezing temperature. The systems

wheree{SPersioNis the |LJ parameter value that represents onl

the dispersion contribution. For HCI, HI, &85;NO, and

Pore-Wall Model it 1A, ! (KeK) psOe, AIA
Graphite 3.81, 28.0 25, 33
Silica 2.7, 230.0 0.87,2.2
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FIG. 4. The figure represents the global freezing diagram for typical fluids confined in silica and graphite based pores. The different regiorishave plo
different phase behavior. Fluid-pore systems that belong to regian>11(15) show an elevation in freezing temperature when compared to the bulk, while
those in regions 2 (08¢<0.85) and 3 &<0.5) show a depression in freezing temperature. The pair correlation function plots show the fluid structure of
the intermediate phase corresponding to the particular region.

for the case of simple fluids in graphite pores, for which thetial of interaction experienced by the GGholecules due to
pore model and interaction potentials are best suited. In thghe silica walls, and agree qualitatively with the predictions
case of polar and H-bonding fluids, approximating the fluid—of the global phase diagram. The authors also studied freez-
fluid potential as LJ can lead to quantitative differencesing of nitrobenzene in silica based pores using dielectric re-
however, we expect qualitative agreement with experimeniayation spectroscopypS)™” and found similar trends on the
For the case of silica based pores, the freezing temperature jj,, ossjon of the freezing temperature, which again confirms
Fig. 4 is expected to be an overestimation of the actual X0 the predictions of the global phase diagram. In addition to

perimental values, as most silica based porous materiaﬁ]e freezing temperature, the DS measurements of the rota-
(CPG, VYCOR, MCM-41, etg.have cylindrical pore geom- .. g . p ’ .
tional relaxation times of the dipolar molecules also showed

etry instead of slit pore geometry. The additional Com(me_that the contact layers have different dynamic and structural
ment due to the cylindrical geometry has the same effect as

reduction ina values, due to additional steric constraints onpropertles compared to the pore interior. The authors found
the formation of the confined crystal phd&® that the freezing temperature of the contact layas mea-

Experimental studies have been reported that confirm thﬁ_ured by the jump in the value_ of the dielectric relaxation
predictions of the global freezing diagram. RadhakrishnariiMe) was less than that of the inner layées measured by
et alZ324studied freezing of CGlin activated carbon fibers the jump in the value of the dielectric constant). This
using differential scanning calorimetry, and observed a |arg@ehavior implies that the structure of the confined interme-
increase(57 K) in the freezing temperature of the confined diate phase in the silica based pores is the same as that of the
fluid compared to the bulk, which is consistent with the pre-intermediate phase described by Figb)3 Following the
dictions of Fig. 4. Other experimental reports on freezing ofstudy of Sliwinska-Bartkowialet al,'” we performed dielec-
CCl, in CPG and VYCOR poressilica glassesusing DSC’  tric relaxation spectroscopy studies on the freezing of ni-
find a depression in the freezing temperature when comparegdobenzene in activated carbon fibers. Due to the conducting
to the bulk. These trends are consistent with the weak potemature of the pore material, the electrodes were blocked us-
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ing a thin film of teflon before studying the frequency re- @

sponse. The experimental procedure is outlined in Sec. I C,
and in more detail in Ref. 17. A p|0t of the dielectric relax- FIG. 6. I__andau free energy curves for methane confined in a graphite pore
. . . . . . f two different pore widths(a) H=7.5 o; and(b) H=7.2 o4 .
ation times as a function of temperature is shown in Fig. 5
for nitrobenzene confined in the micropores of the ACF ma-
terial. The bulk melting temperature for nitrobenzene is
5.6°C and is denoted by the dashed vertical line. For théased on the experimental system of Klein and Kumacheva,
confined fluid, the corresponding freezing and melting tem-also predicted an elevation in the freezing temperature. The
peratures are 3°C and 8°C, respectively, as seen from thmodel parameters used to mimic the mica interaction in the
discontinuities in values of the dielectric relaxation timesstudy” yielded ana value of 2.47 for cyclohexane confined
during the freezing and melting runs. We can therefore conbetween the mica surface, which falls in region 1 in the
clude that the shift in the freezing temperature due to conglobal phase diagrar(Fig. 4), consistent with the elevation
fining the nitrobenzene molecules in ACF is nearly zero inin the freezing temperature. A more convincing evidence that
the experiments, which is consistent with the predictions osupports the verification of the global phase diagram is based
Fig. 4. Figure 4 shows that the nitrobenzene/graphite systemn the experimental study of Watanabeal,*® which re-
lies in the boundary of regions 1 and 2, and is thereforgorted an elevation of freezing temperature for benzene con-
expected to have a very small shift if any in the freezingfined in activated carbon fibers. The value for a LJ ben-
temperature due to confinement. We note that the relaxatiorene(fitted to reproduce the melting point of benzene in the
times for the liquid in the confined system is much largerbulk) in graphite is 2.15; thus, the freezing temperature el-
than the typical bulk liquid, because the measured relaxatiopvation is again consistent with the global phase diagram.
time is that of the contact layers of nitrobenzene that expe- The simulation results reported in Figs. 1-4 are for a
rience a deep potential energy well due to the pore walls antixed pore widthH of 7.50%;. As the pore width is reduced
hence are in a orientationally ordered hexatic staféThe  the confinement effect on the freezing behavior is enhanced.
relaxation times for the inner layers in their liquid state are inin addition, there is an effect due to variation in the inter-
the range of nano-seconds, and are outside the frequentgyer distanceaverage distance between the confined mo-
range of our measurements. On freezing, the crystallinéecular layerg which depends on the pore width The ease
phase relaxation in the bulk as well as in the pore are of thevith which the fluid freezes in the pore and the extent of the
order of milli-secondg?:* hysteresis loops depend crucially on the inter-layer separa-
Experimental studies performed using the surface forcéion d; Refs. 19,22,24,41. Fat/o;=0.95 the fluid freezes
apparatus are most suited for direct comparison with the pranto a defect free crystal in our simulations, with hysteresis
dictions of the global phase diagram. The surface force aploops observed during adsorption and desorption spanning
paratus consists of two parallel plates with mica surfaces i2-10 K. The defects in the crystal structure increase in the
which the spacing between the mica surfaces can be comange 0.96=d/o;=<0.95, with the extent of hysteresis loops
trolled at the scale of an angstrom or less. Such a system camcreasing to about 10—-30 K; the thermodynamic freezing
be modeled using the slit pore approximation as we havéemperature of the inner layers decreased dscreases. For
done in our study. Klein and KumachéVatudied freezing d=<0.90, the inner layers of the confined fluith not un-
of cyclohexane between parallel mica surfa¢el# shaped dergo a freezing transition. Thus, the thermodynamic freez-
geometry and observed a significant increase in the meltingng temperature is not a smooth function of pore width and
temperature on confinement. There has been contradictirghows oscillatory behavior because of its crucial dependence
reports on the nature of the shift in the freezing temperaturen d. There are windows of pore widths where the fluid does
of cyclohexane between parallel mica surfaces in a surfaceot freeze because of the lower bound in the valuel of
force apparatu¥® However, a recent simulation stufly =0.90s¢ that supports freezingf. Figure 6 shows the Lan-
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dau free energy curves for LJ methane in two graphite porewhich is thermodynamically reversible, i.e., the path does
which have the same number of confined molecular layersot intersect any phase boundary characterized by a first or-
but different values for the inter-layer separatidni.e., der transition. Thus, the free energy study in Ref. 21 was
slightly different pore widths. The hysteresis loops resultinglimited to confined systems with repulsive or weakly attrac-
from the freezing and melting curves are very different fortive wall-fluid potentials(pore models for whiclw<0.48 so
the different pore widthgabout 8 K for the 7.6 pore, and that the intervening intermediate phase is never a thermody-
about 25 K for the 7.@¢; case. It is evident from the Lan- namically stable phase, hence the path of integration does
dau free energy plots that the barrier to nucleation in Fignot run into a first order phase transitjofor the more ubig-
6(b) is much larger than in Fig.(6). The obvious explana- uitous case of a wall-fluid potential that is moderately or
tion is that the steric hindrance for the formation of the con-strongly attractive ¢>0.48), this method breaks down. This
fined crystal phase is much larger in the slightly smalleris because the intermediate phase becomes a thermodynami-
pore. The extent of the hysteresis loops depends on the temally stable phase. This makes it impossible to find a revers-
perature span between the limit of metastability of the meltible path from the ideal gas phase to the fluid phase, since
ing and freezing processes, i.e., the difference in temperany such path runs into a first order transition leading to the
tures between the state point at which the minimumformation of the intervening intermediate phase. Thus one
corresponding to the liquid phase turns into a shoulder, andhould exercise great caution in using the thermodynamic
the state point at which the minimum corresponding to thantegration methods in confined systefes inhomogeneous
crystalline phase becomes a shoulder. From Fig. 6 it is cleasystems in generabecause of the subtle phase transitions
that the free energy fluctuation required to nucleate a newlriven by the external potential that lead to formations of
phase within an existing phase is greater for the slightljinhomogeneous phases that are thermodynamically stable.
smaller pore width and hence the temperature span betwe&uch problems are circumvented by the use of the order pa-
the limits of metastability of the liquid phase and the crys-rameter formulation and the Landau approach.
talline phase is correspondingly large; it is also evident that The level of the Landau theory used in this study is still
the thermodynamic melting/freezing transition temperaturean approximation as it does not allow the order parameter to
for the 7.2r¢; pore(which is close to 101 Kis less than for be explicitly spatially inhomogeneous. Instead, an average
the 7.97¢; pore (which is 113 K. Since the real porous ma- order parameter is used that takes into account the spatial
terial is networked and has a pore size distribufib#?*3*the  fluctuations at a crude level but does not take into account
freezing transition tends to be smeared dass sharpbe-  the orientational fluctuations in the order parameter. In this
cause of the effect the interlayer separation has on the freesense, the field theoretic method used in this study comes
ing temperatureT¢(H). Other factors that have been ne- under the general class of mean field approximations. This
glected in our model are the anisotropic polarizability of theapproximation is expected to give reliable and quantitative
graphite walls** which is expected to have a negligible ef- correct results in studying crystalline phases in which there is
fect on the interaction energy for simple fluids, it can account very strong coupling between the phase of the orientational
for 5%—-10% of the fluid-wall potential energy for strongly order parameters in different molecular laygsice the or-
dipolar molecules such as water. der parameterd in Eq. (5) is a complex number, it has a

In conclusion we comment on the methodology used tanagnitude as well as a phase associated withThis pre-
calculate the freezing temperature and characterize the phasgents spatial variations in the phase of the orientational order
behavior. The Landau free energy formalism was used t@parameter. However, when studying other systems with
calculate the grand free energy of the fluid and crystallinehexatic order, the level of mean field theory used here fails to
states as a function of temperature, for LJ £&@nfined in  capture the spatial variations in the phase of the order param-
slit-shaped pores. The free energy difference between theter. In such cases a more generic form of the order param-
ordered and the disordered state is directly calculated. leter formalismthe Landau—Ginzburg approaak more ap-
addition to the free energy, a quantitative estimate of the fregropriate, as the free energy can be calculated as a function
energy barrier to nucleation is obtained, although such af the spatially varying order paramef&r®® The other main
guantity is sensitive to system size effects. However, the abapproximation in the methodology is the use of correspond-
solute value of the free energy difference is only a weaking states theory in relation to freezing transitions. Although
function of system size, and is estimated to an accuracy dahis principle is valid for the LJ model systems that we have
1kgT, as shown by Lynden-Bebt al3! The exact location used in this study, it should be noted that the global freezing
of the equilibrium transition temperature by free energy cal-diagram(Fig. 4) is based on Eq10), which is derived on the
culation is an improvement over methods that use the jumpassumption that the Landau free energy function is a weak
in density to locate the freezing/melting points in terms offunction of the LJ size parameters. Thus, the global freezing
accuracy, as it is independent of the width of the hysteresigdiagram is not expected to work very well for predicting the
loops. Previously existing methods to calculate the free enfreezing temperatures of large molecules like butane and
ergy of a confined solid phase in simulations are all based ohigher alkanegnor for any other functional derivatives of
thermodynamic integratioft:*® This method involves a nu- these large molecules like alcohols, amines,)etc.
merical integration of the Gibbs free energy starting from a  The corresponding states theory is known not to work as
known reference phasghe Einstein crystal for the solid well with freezing transitions as with vapor—liquid transi-
phase and the ideal gas for the liquid phasehe state point tions in real laboratory systems. The primary reason for the
of interest. It relies on finding a suitable path of integrationpoor performance of the corresponding states theory for
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freezing transitions is the importance of three body effects ift’M. Sliwinska-Bartkowiak, J. Gras, R. Sikorski, R. Radhakrishnan, L. D.
the formation of the crystalline phase; this is not captured by_ Gelb, and K. E. Gubbins, Langmuli5, 6060(1999.

simple two-parameter models like Lennard-JoHeslow-
ever, the qualitative trends we have obtained from such

R. Evans and U. M. B. Marconi, J. Chem. Phg§, 7138(1987).
19M. Miyahara and K. E. Gubbins, J. Chem. Ph¢86, 2865(1997).

@\, Maddox and K. E. Gubbins, J. Chem. Ph{€87, 9659(1997.

principle are still reliable, as the predictions are consistent'y. pominguez, M. P. Allen, and R. Evans, Mol. Phgs, 209 (1999.

with numerous experimental studies.
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