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We study the freezing of CCl4 in microporous activated carbon fibers~ACF!, using Monte Carlo
simulation and differential scanning calorimetry~DSC!. Microporous activated carbon fibers are
well characterized porous materials, having slit-shaped pores due to the voids formed between
graphitic basal planes. They serve as highly attractive adsorbents for simple nonpolar molecules, the
adsorbent–adsorbate interaction being mostly dispersive~of the van der Waals-type!. Recent
molecular simulation studies have predicted anupward shift in the freezing temperature (DTf

5Tf ,pore2Tf ,bulk.0) for simple fluids confined in such highly attractive carbon slit pores. Our DSC
experiments verify these predictions about theincreasein Tf . The results also indicate significant
deviation from the prediction ofDTf based on the Gibbs–Thomson equation~simple capillary
theory!. We employ a recently developed free energy method to calculate the exact freezing
temperature in these confined systems using molecular simulation, in order to address the failure of
the simple capillary theory. ©1999 American Institute of Physics.@S0021-9606~99!50943-4#

I. INTRODUCTION

Improved understanding of confinement effects on freez-
ing are essential in areas relating to lubrication, adhesion,
fabrication of nanomaterials and nanotribology. In addition,
these studies can provide insight into mechanisms involved
in frost heaving and distribution of pollutants in soils. Freez-
ing in porous media has been widely employed in the char-
acterization of porous materials. In the method termed
thermoporometry,1 the shift in freezing temperature of water
is determined, and the pore size distribution is inferred from
a thermodynamic analysis which is analogous to the use of
Kelvin’s equation for capillary condensation. While this is
rigorous for the characterization of materials having large
pores, such an analysis breaks down in the case of mi-
cropores, as the limit of small and inhomogeneous systems
demand a more rigorous statistical mechanical treatment.

Experiments on freezing that have used porous silica
glass as the confinement medium have always resulted in a
decrease in the freezing temperature,Tf , as compared to the
bulk.2–17 Freezing of oxygen in sol–gel glasses was studied
by Warnock and co-workers2 by a subpicosecond optical
technique. In this method, birefringence in optical pump
pulses caused by the rotational motion of the molecules in
the liquid was used to measure the subsequent molecular
orientational relaxation time. A change in the value of the
relaxation time provided an indication of the freezing tem-
perature. The freezing temperature in the confined system
was always depressed as compared to the bulk; the shift was
larger for smaller pores, and as large as 10 K for the smallest
~20 nm! pore. Unruh and co-workers8 examined the melting
behavior of indium metal in porous silica glasses by differ-
ential scanning calorimetry~DSC! measurements, and re-
ported a large depression in melting point due to confine-

ment. Sliwinska-Bartkowiak and co-workers determined the
melting/freezing transition for a dipolar fluid, nitrobenzene
confined in controlled pore glass of different pore sizes, us-
ing DSC and dielectric relaxation spectroscopy.17 The results
from both experiments were in good agreement.

A classical thermodynamic argument based on simple
capillary theory determines the freezing temperature as the
point at which the chemical potential of the solid core inside
the pore equals that of the surrounding fluid~for example,
see Ref. 18!,

DTf

Tfb
522

~gws2gwl!n

Hl fb
, ~1!

whereTfb is the bulk freezing temperature,gws andgwl are
the corresponding wall–solid and wall–fluid surface ten-
sions,n is the molar volume of the liquid,l fb is the latent
heat of melting in the bulk andH is the pore width. Equation
~1! is sometimes referred to as the Gibbs–Thomson equation.
The sign ofDTf5Tf2Tfb depends on whethergws is greater
or less thangwl . The observed depression in the melting
temperatures varied linearly as 1/H in the above mentioned
studies, and were thus consistent with Eq.~1! down to pore
sizes as low as 6 nm.

Experimental studies that probe the structure of the con-
fined phases using x-ray diffraction techniques, NMR, and
other spectroscopic methods have been reported. Overloop
and Van Gervan15 studied freezing of water in porous silica
using the NMR method, and found that, in the confined solid
phase, up to three molecular layers adjacent to the pore wall
~which they term ‘‘bound water’’! have a structure that is
different from the crystal phase and from that of the free
liquid. The rest of the water molecules in the pore interior
were in the form of cubic ice (I c) and the freezing tempera-
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tures were consistent with Eq.~1!. The study also suggested
a distribution of the molecular correlation times associated
with translation and rotation in the bound water phase, with
values lying in between those typical of liquid and crystal
phases. Morishige and co-workers13,14 used x-ray diffraction
to study water in siliceous MCM-41, for a range of average
pore sizes, and also confirmed the existence of a disordered
layer of water molecules near the pore wall, with the inner
region being theI c phase. In a recent study, Booth and
Strange16 examined the melting of cyclohexane in porous
silica using the NMR technique. The melting temperature
was below the bulk melting point, and in the confined solid
phase, there were two distinct components of the transverse
relaxation time. The short component~15–30 ms, compa-
rable to the crystal phase in the bulk! was attributed to the
crystal phase in the interior of the pore, and the long com-
ponent was attributed to a liquidlike contact layer. Further
lowering the temperature led to the freezing of the surface
~contact! layer as well. In the dielectric relaxation spectros-
copy study of nitrobenzene in controlled pore glass,17 quan-
titative estimates of the rotational relaxation time in the fluid
and crystal phases were made by fitting the complex permit-
tivity e* 5e8(v)2 i e9(v) measurements to the Debye dis-
persion equation.19,20 In addition to the liquid and crystal
phase relaxation, a third relaxation component was observed,
that supported the existence of a contact layer with dynamic
properties that were more liquid like, but different from the
inner layers as found in the previous studies. The linear be-
havior betweenDTf and 1/H predicted by the Gibbs–
Thomson equation was observed for pore widths down to
about 8 nm, but broke down for smaller pores. This can be
attributed to the fact that the presence of a contact layer with
different dynamic and structural properties compared to the
pore-interior is not accounted for. The effect of the contact
layer on the freezing of the inner layers of the pore is ex-
pected to increase as the pore width decreases. In addition,
for small and inhomogeneous systems, the concept of surface
tension is not well defined, so that the Gibbs–Thomson
equation cannot hold.

In view of the large body of experimental evidence for a
decrease in the freezing temperature due to confinement, it is
tempting to assume that a decrease always occurs. However,
in a subsequent molecular simulation study of freezing of
simple fluids in slit pores, Miyahara and Gubbins21 showed
thatTf was strongly affected by the strength of the attractive
forces between the fluid molecules and the pore walls. For
repulsive or weakly attractive potentials, the shift in the
freezing temperatureDTf was negative. For strongly attract-
ing walls such as carbons, anincreasein Tf was observed.
Moreover, the increase inTf was predicted to be larger for
slit than cylindrical pores.22 Suzukiet al. studied the mecha-
nism of pore filling for Lennard-Jones~LJ! CCl4 in graphitic
micropores using GCMC simulation, and found radial distri-
bution functions in the confined phase similar to the plastic
crystalline form of bulk CCl4 at a temperature that was 50 K
above the bulk freezing temperature.23 The predictions of
Miyahara and Gubbins21 were confirmed by free energy
studies in which the thermodynamic freezing temperature in
confined systems was determined; these studies established

the order of the phase transition.24,25Dominguezet al.24 used
thermodynamic integration26 to calculate the free energy of
the solid and fluid phases in the pore. This method involves
a numerical integration of the Gibbs free energy starting
from a known reference phase~the Einstein crystal for the
solid phase and the ideal gas for the liquid phase! to the state
point of interest. However, this study was limited to confined
systems with repulsive or weakly attractive wall–fluid poten-
tials. For the more ubiquitous case of a wall–fluid potential
that is moderately or strongly attractive, this method breaks
down. This is because the adsorbed molecules adjacent to the
pore–wall ~the contact layer! freeze before the adsorbed
molecules in the interior of the pore. This makes it impos-
sible to find a reversible path from the ideal gas phase to the
fluid phase, since any such path runs into a first order tran-
sition corresponding to the freezing of the contact layer.
Radhakrishnan and Gubbins25 used a method based on an
order parameter formulation27–29 to calculate the free energy
that circumvents the problem encountered by using thermo-
dynamic integration. The authors calculated the grand free
energy for the freezing of LJ methane between strongly at-
tractive carbon slit pores, as well as for a purely repulsive
hard wall pore. They calculated the exact freezing tempera-
ture for the contact layers as well as for the inner layers; the
study also established that both the transitions were first or-
der.

In this paper, we describe DSC experiments on the freez-
ing of CCl4 in activated carbon fibers~ACF’s! that provide
clear evidence of anincreasein freezing temperature due to
confinement, verifying the predictions of the recent simula-
tion studies. We compare the experimental results, with re-
sults obtained using the free energy method based on order
parameter formulation and Monte Carlo simulation. The
DSC experiments were carried out at Chiba University, Ja-
pan and the computer simulations were done at North Caro-
lina State University, USA.

II. METHODS

A. Experimental method

Pitch-based activated carbon fibers of different pore
widths ~P5, P10, and P20, see Table I! in the micropore

TABLE I. Summary of pore widths.

Pore type
H/nm

experiment
H/nm

simulation No. of layers

Micropores
¯ ¯ 0.94 1
P5 1.09 ¯ 1–2
P10 1.20 ¯ 1–2
P20 1.44 1.44 2
¯ 1.74 1.74 3
¯ ¯ 1.93 3

Mesopores
¯ ¯ 2.44 4
¯ ¯ 2.93 5
¯ ¯ 3.87 7
¯ ¯ 7.25 14
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region were used as adsorbent materials. The pore widthH
reported throughout this paper is the distance between the
planes through the carbon nuclei in the first atomic layer of
each of the opposing walls. The micropore volume, specific
surface area, and the average slit pore width were determined
by high resolution N2 adsorption measurements at 77 K.30

CCl4 was adsorbed on dry ACF samples at 303 K from a gas
phase at the saturated vapor pressure. The DSC scans were
performed at temperature scanning rates of 5.0–1.0 K min21

using a MAC Science, DSC3100 calorimeter. The freezing
and melting temperatures were measured by identifying the
peak positions in the DSC scan relative to the background,
and the enthalpies of the phase change were calculated from
the peak areas.

B. Simulation method

1. Potential models

The interaction between the adsorbed fluid molecules is
modeled using the Lennard-Jones~12,6! potential with size
and energy parameters chosen to describe CCl4 . The LJ pa-
rameters were fitted to the bulk properties at solid–liquid
coexistence, and are

s ff50.514 nm, e ff /kB5366 K.

The above parameters predict the correct melting tem-
perature (Tm) and liquid density (r l) at coexistence, at a
pressure of 1 atm. However, these parameters fail to predict
the correct crystal structure; the LJ crystal is fcc, while real
CCl4 freezes into a rhombohedral phase. As a result, the
latent heat of melting,l f , is not given accurately by this
model. The properties of real CCl4 and LJ-CCl4 are com-
pared in Table II.

We model activated carbon fibers as regular slitlike
graphite pores. For the fluid–wall interaction, we use the
integrated ‘‘10-4-3’’ Steele potential31,32 that corresponds to
a smooth wall,

f fw~z!52prwe fws fw
2 DF2

5 S s fw

z D 10

2S s fw

z D 4

2S s fw
4

3D~z10.61D!3D G . ~2!

The potential parameters for the graphite wall were taken
from Refs. 31 and 32,

sww50.340 nm, eww /kB528.0 K,

rw5114 nm23, D50.335 nm,

s fw5~s ff1sww!/2, e fw5~e ffeww!1/2.

Here, thes ’s ande ’s are the size and energy parameters in
the LJ potential, the subscripts f and w denote fluid and wall,
respectively,z is the coordinate perpendicular to the pore
walls, andkB is the Boltzmann’s constant. For a given pore
width H, the total potential energy from both walls is given
by,

fpore~z!5f fw~z!1f fw~H2z!. ~3!

We defineH to be the distance separating the planes through
the centers of the carbon atoms in the first layer of the op-
posing walls.

Figure 1 shows a TEM image of a pitch-based activated
carbon fiber. Characterization methods based on nitrogen ad-
sorption have been used to determine the pore size distribu-
tion in these samples.30 The maximum deviation in the pore
width was within 10% of the mean pore width. Since the
porous matrix is formed from the interstecies created by re-
orientation of the basal graphitic planes during the activation
process,34 a regular slit shaped geometry is a reasonable first
approximation in modeling these porous materials. We ex-
pect the approximation of a structureless graphite wall to be
a good one in our present study, since the diameter of the LJ
CCl4 molecule~0.514 nm! is much larger than the C–C bond
length in graphite~0.14 nm!, so that the CCl4 molecules only
feel a mild corrugation in the fluid–wall potential in passing
along the surface. This has been confirmed by simulations of
monolayers of methane on structured, planar carbon walls,35

where wall structure had only a minor effect for temperatures
down to 60 K, and by Miyahara and Gubbins,21 where it was
found that the structure of methane was practically identical
when confined between smooth and structured graphite pore
walls, for both the fluid as well as the solid phase.

The simulation runs were performed in the grand canoni-
cal ensemble as described in Ref. 36, fixing the chemical
potentialm, the volumeV of the pore and the temperatureT.
The pore width in the simulation was varied from 2s ff to
15s ff accommodating single adsorbed layers to up to 14 con-
fined layers of CCl4 ~see Table I!, and the rectilinear simu-
lation cell was 10s ff by 10s ff in the plane parallel to the pore
walls, consistent with a cutoff of 5s ff for the fluid–fluid
interaction. The system typically had up to 200–1200 par-
ticles, and periodic boundary conditions were employed in

TABLE II. Physical properties of CCl4 .

Property Real CCl4 LJ-CCl4

Tm ~at 1 atm! 251.8 K 252 K
r l 1.59 g/cm3 1.55 g/cm3

Crystal type Rhombohedral fcc
l f 16.1 J/g 21.3 J/g

FIG. 1. TEM of a pitch-based activated carbon fiber. White areas are pores,
gray areas are pore walls, dark areas are thicker pore walls. From Ref. 33.
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the plane parallel to the pore walls. The simulation was setup
such that insertion, deletion, and displacement moves were
attempted with equal probability, and the displacement step
was adjusted to have a 50% probability of acceptance. Ther-
modynamic properties were averaged over 100–500 million
individual Monte Carlo steps. The length of the simulation
was adjusted such that a minimum of 50 times the average
number of particles in the system would be inserted and de-
leted during a single simulation run.

The free energy formalism used here~see Sec. II B 2! is
quite general; it is not necessary to assume any type of crys-
talline structure in advance. Thus, for the sake of generality
and simplicity, a rectilinear simulation cell was chosen as
opposed to a geometry that is consistent with a particular
structure of the confined solid phase. In order to avoid arti-
facts in the phase behavior due to small system size and
incommensurable nature of the crystalline phase at the edges
of the simulation cell, we performed a system size scaling
study, and chose cell dimension to be large enough for the
edge effects to be negligible~see Appendix B!.41 The con-
clusion of this system size study is similar to that of a similar
system size study for bulk systems by Lynden-Bellet al.29

2. Free energy method

The method relies on the calculation of the Landau free
energy as a function of an effective bond orientational order
parameterF, using GCMC simulations. The Landau free
energy is defined by27

L@F#52kBT ln~P@F#!1constant, ~4!

whereP@F# is the probability of observing the system hav-
ing an order parameter value betweenF and F1dF. The
probability distribution functionP@F# is calculated in a
GCMC simulation by collecting statistics of the number of
occurrences of a particular value ofF in the form of a his-
togram, with the help of umbrella sampling.37 For a particu-
lar phase, for instance phase A, the grand free energyVA is
related to the Landau free energy by

exp~2bVA!5E
Fmin,A

Fmax,A
dF exp~2bL@F#!. ~5!

The grand free energy at a particular temperature can be
calculated by numerically integrating over the order param-
eter range (Fmin,A to Fmax,A) that corresponds to the particu-
lar phase A in consideration. More complete details of the
method for confined systems are given elsewhere.25,28,29

We use a two-dimensional order parameter previously
introduced by Mermin38 to characterize the order in each of
the molecular layers,

F j5U 1

Nb
(
k51

Nb

exp~ i6uk!U5u^exp~ i6uk!& j u. ~6!

F j measures the hexagonal bond order within each layerj.
Nearest neighbors in the same layer of a given molecule
were identified as those molecules that were less than a cut-
off distance r nn away. We used a cutoff distancer nn

51.3s ff , corresponding to the first minimum in theg(r )
function. Each nearest neighbor bond has a particular orien-

tation in the plane of the given layer, with respect to a ref-
erence axis, and is described by the polar coordinateu. The
indexk runs over the total number of nearest neighbor bonds
Nb in layer j. The overall order parameterF is an average of
the hexagonal order in all the layers,

F5S (
j 51

Nlayers

F j D Y Nlayers. ~7!

For molecules with isotropic interaction potential the only
two-dimensional closed packed structure is the hexagonal
crystal. The quantityF is invariant under rotation about the
z axis. We expectF50 when all the layers have the struc-
ture of a two-dimensional liquid,F51 in the solid phase
and 0,F,1 in the orientationally ordered phase.

III. RESULTS

A. Experiment

In Fig. 2 is shown the evolution in the DSC patterns of
different CCl4– ACF samples obtained during melting and
freezing runs. The positions of the peaks in the DSC spec-
trum were found to be independent of the temperature scan-
ning rate in the range 1.0–5.0 K min21. The scan for bulk
CCl4 is shown as a reference; three ‘‘exothermic’’ peaks at
242 K, 228 K, and 218 K are observed during the freezing
run, and correspond to liquid to metastable fcc–solid phase,
fcc to rhombohedral phase, and rhombohedral to monoclinic
phase, respectively. The observed transitions are systemati-
cally shifted by 10 K compared to the values found in the
literature because of supercooling achieved during the freez-
ing run. Freezing/melting in the confined system occurs at
299 K; the peak positions in each of the DSC scans for
melting and freezing runs corresponding to CCl4 confined in
ACF’s ~P5, P10, and P20! show anupwardtemperature shift
of 57 K. Unlike the prediction by the Gibbs–Thomson equa-
tion, the freezing temperature is found to be independent of
pore width in the micropore regime (H51.0– 1.4 nm!; see

FIG. 2. DSC scans for freezing of CCl4 in the bulk and melting/freezing of
CCl4 confined in ACF’s, after subtraction of background signal. Each scan
is shifted in vertical scale for the sake of clarity. The scale for the bulk is
reduced by a factor of 10. The arrows represent the direction of the tem-
perature scan, i.e., freezing or melting; DSC scan corresponding to a melting
run is shown only for the case of P20 ACF.
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Fig. 8. The enthalpies of freezing for the confined system,
calculated from the peak areas were reproducible to within
1.0%, and were much less than that of the bulk.30 A similar
trend in the shift in freezing temperature was also observed
for the case of benzene confined in ACF fibers.39 The nature
of the solid phase cannot be determined by DSC experiments
alone. However, the peaks corresponding to the solid–solid
transitions that take place in the bulk are absent in the con-
fined system.

B. Simulation

The adsorption of CCl4 in the carbon slit pores of vari-
ous pore widths was calculated as a function of temperature,
as the system was cooled. The chemical potential of CCl4 in
the GCMC simulation was always maintained at a value cor-
responding to an external bulk pressure of 1 atm. A Lennard-
Jones equation of state was used to relate the chemical po-
tential to the pressure.40 For a pore widthH51.44 nm
~modeled after P20 ACF!, the adsorption curve is shown in
Fig. 3 along with pair correlation functions at three different
temperatures. The confined phase is characterized by two
layers ~see Table I!. The g(r ) plots represent the in-plane
two-dimensional pair correlation functions within each layer.

A sharp increase in the adsorption is seen to occur on cooling
from 380 K to 360 K, and the corresponding pair correlation
functions~at 410 K and 360 K! show that this jump is not
due to a freezing transition, as the structure of the fluid re-
mains isotropic even at 360 K. However, comparing the rates
of decay ofg(r ) with r, the positional correlations at 360 K
are longer ranged than those at 410 K. Since the system is
close to the two-dimensional limit, there is the possibility of
an orientationally ordered phase intervening between the dis-
ordered liquid phase and the positionally ordered crystal
phase; such a phase could cause the jump in the adsorption
curve~see Appendix A!. The pair correlation function at 340
K represents a 2D hexagonal crystal phase.

In Fig. 4 is shown the heat capacity of the system as well
as the order parameterF as a function of temperature. The
peak in the heat capacity occurs simultaneously with a jump
in the orientational order parameterF, in a temperature
range where the positional correlations show no long range
order @the g(r ) functions remain isotropic#. The heat capac-
ity peak and the jump in the orientational order parameter are
reminiscent of the nonuniversal behavior predicted by the
transition from the liquid to an orientationally ordered phase
~see Appendix A! that occurs at the same temperature at

FIG. 3. Molecular simulation results showing amount of adsorption during a freezing run and structure of confined LJ CCl4 in a graphite pore of widthH
51.44 nm. Bulk gas phase is at 1 atm pressure. The confined phase has two molecular layers of CCl4 . The pair correlation functions in~b! and~c! represent
an isotropic fluidlike phase, while theg(r ) in ~d! corresponds to a hexagonal crystal.
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which the jump in the adsorption curve is seen. Further evi-
dence of such a transition was provided by studying the de-
fect structures; isolated and bound disclination pairs were
observed in the snapshots of the simulation.25

The Landau free energy was calculated as a function of
the average hexagonal bond orderF for different tempera-
tures for CCl4 confined in the graphite pore of width,H
51.44 nm. Each Landau free energy curve at a particular
temperature possessed three minima, corresponding to three
phases in the system; a liquid phase ‘‘L’’ with F'0 and
g(r ) similar to Fig. 3~b!, an orientationally ordered hexatic
phase ‘‘I’’ with 0 ,F,0.85 andg(r ) similar to Fig. 3~c!,
and a hexagonal crystal phase ‘‘C’’ with F'0.85 andg(r )
similar to Fig. 3~d!. The grand free energy was calculated
from the Landau free energy curves using Eq.~5!. The grand
free energyV as a function of temperature for the three
phases is shown in Fig. 5. The weak crossover of the ‘‘L’’
and the ‘‘I’’ branches represents a transition to the hexatic
phase atT5355 K ~see Appendix B!. The freezing transition
occurs atT5342 K.

The Landau free energy calculation was repeated for the
different pore sizes described in Table I. For pore widths that
accommodate one to three confined CCl4 layers, it was found
that all the layers froze in unison at the freezing temperature,
and that this temperature was much higher than the bulk
freezing temperature of LJ CCl4 . For pore widths that ac-
commodate four or more layers of adsorbate, an orientation-
ally ordered phase was again observed.25 However, for these
larger pore widths, it was found that the contact layers froze
at a higher temperature than the inner layers which in turn
froze at a temperature above the bulk freezing temperature.
The Landau free energy formulation provided the means of
calculating both transition temperatures. Each Landau free
energy curve at a particular temperature showed a triple-well
structure~with three minima!, corresponding to~1! a phase
with isotropic fluid structure within each layer,~2! a phase
with frozen contact layer~the inner layers being fluidlike!,
and ~3! a phase with all the layers having the structure of a
2D hexagonal crystal. The crossover of the grand free energy
functions for each phase gave the thermodynamic freezing
temperature of the contact layers and the inner layers. The
effects of system size on the free energy results are discussed
in Appendix B. The freezing temperatures of the contact and
the inner layers are summarized in Table III for the various
pore widths used in this study.

The parameterd in Table III, represents the interlayer
distance~average distance between the confined layers of
CCl4), which depends on the pore widthH; for a givenH, d
is the same for the liquid and solid phases. For the bulk
crystal in the simulation~fcc lattice!, d5A2s ff /A3. The ease
with which the fluid freezes in the pore and the extent of the
hysteresis loops depend crucially on the interlayer separation
d, Refs. 21,25, and 42. Ford/s ff>0.95 the fluid freezes into
a defect free crystal in our simulations, with hysteresis loops
observed during adsorption and desorption spanning 2–10 K.
The defects in the crystal structure increase in the range
0.90<d/s ff<0.95, with the extent of hysteresis loops in-
creasing to about 10–30 K and the thermodynamic freezing
temperature of the inner layers decrease asd decreases. For

d<0.90, the inner layers of the confined fluiddo not un-
dergo a freezing transition. Figure 6 shows the freezing tem-
perature as a function of pore width for different values ofd.
The thermodynamic freezing temperature is not a smooth
function of pore width and shows oscillatory behavior be-
cause of its crucial dependence ond. There are windows of
pore widths where the fluid does not freeze because of the
lower bound in the value ofd50.90s ff that supports freez-
ing. However, we find that the freezing temperatures of the
contact layers are only weakly dependent ond ~see Table
III !. Thus in our study we have chosen pore widths that have
different number of confined layers but all having the same
interlayer separation. The variation of the freezing tempera-
ture of the contact and the inner layers as a function of pore
width is shown in Fig. 7.

IV. DISCUSSION AND CONCLUSIONS

The Landau free energy formalism was used to calculate
the grand free energy of the fluid and crystalline states as a
function of temperature, for LJ CCl4 confined in slit-shaped
pores. The free energy difference between the ordered and
the disordered state is directly calculated, thereby eliminat-
ing the need to numerically integrate the free energy, starting
from a well characterized reference phase. Thus, unlike the
methods that involve thermodynamic integration, this
method is not limited to repulsive or weakly attractive fluid–
wall potentials. In addition to the free energy, a quantitative
estimate of the free energy barrier to nucleation is obtained,
although such a quantity is sensitive to system size effects.
However, the absolute value of the free energy difference is
only a weak function of system size, and is estimated to an
accuracy of 1kBT, as shown by Lynden-Bellet al.29 The
exact location of the equilibrium transition temperature by
free energy calculation is an improvement over methods that
use the jump in the density to locate the freezing/melting
points in terms of accuracy, as it is independent of the width
of the hysteresis loops, thereby allowing a direct consistency
check with the Gibbs–Thomson equation, Eq.~1!. A direct
comparison with Eq.~1! would involve calculation of surface

FIG. 4. Heat capacity of the whole system and the order parameterF as a
function of temperature as the system is cooled, for the LJ CCl4 in a graphite
pore of widthH51.44 nm. For this pore width the pore only contains two
layers (j 51,2) and the average order parameterF is equal toF j .
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tensions in the simulation, which we have not attempted in
this study. The behavior ofDT vs 1/H in Fig. 8 is linear in
the mesopore range, down to a pore width of 2.44 nm, below
which there is a cross over to a ‘‘plateau’’ regime~in the
micropore range!. The plateau regime spans pore widths that
can accommodate 2–3 layers of CCl4 . For pore widths that
support only a single layer of CCl4 a sharp increase in the
freezing temperature is seen. The linear regime in the meso-
porous range is consistent with the Gibbs–Thomson equa-
tion. The deviation from linearity~in the micropore region!
is also expected, as the Gibbs–Thomson equation breaks
down in this limit ~see Sec. I!, for reasons that are discussed
below.

There are either two or three condensed phases of con-
fined CCl4 , depending on the pore width. For pore widths
that accommodate four or more layers, there are three
phases; phase A corresponds to all layers having a liquidlike
structure; phase B corresponds to the contact layers~the lay-
ers adjacent to the two pore walls! being frozen and the rest
of the layers being fluidlike; phase C corresponds to all the
layers being frozen. Thus, the contact layers freeze at a
higher temperature than the inner layers. For pore widths that
accommodate three layers or less, there are just two con-
densed phases, liquid and crystal, i.e., the contact layers

freeze at the same temperature as the inner layers. It is evi-
dent from Fig. 7 that the Gibbs–Thomson equation is valid
when the effect of the contact layers are negligible on the
inner layers, i.e., for pores that accommodate seven molecu-
lar layers of CCl4 or more. When the number of inner layers
are comparable with the number of contact layers, a devia-
tion from linear behavior~G–T regime! is observed, fol-
lowed by a crossover to the plateau regime. It is also evident
from Fig. 7 that the freezing temperature in the plateau re-
gime is determined by the freezing of the contact layers. This
region is spanned by pore widths that accommodate two to
three layers of CCl4 . Based on energetic considerations
alone, it is reasonable to assume that the contact layer freez-
ing temperature is approximately independent ofH in this
limit ~Fig. 9!; the depths of the potential well in which the
contact layers are confined are approximately equal for all
pore widths that support more than one layer. As the number
of inner layers increase, the effective fluid–fluid potential
between layers as well as entropic effects have to be taken
into consideration, which is why there is a deviation from the
plateau regime; the deviation from the plateau regime is ob-

TABLE III. Freezing temperatures of Confined CCl4 .

Pore width No. of layers
Tf /K

~contact layers!
Tf /K

~inner layers! d/s ff

0.94 1 410.0 ¯ 0.95
1.44 2 342.0 ¯ 0.95
1.74 3 335.0 ¯ 0.84
1.93 3 333.0 333.0 0.95
2.44 4 320.0 305.0 0.95
2.76 5 310.0 273.0 0.90
2.93 5 310.0 280.0 0.95
3.68 7 300.0 248.0 0.90
3.87 7 300.0 260.0 0.95
7.25 14 290.0 254.0 0.95
bulk ` ¯ 250.0 0.82

FIG. 5. The grand free energy of the three phasesL, I , andC,as a function
of temperature for LJ CCl4 in a graphite pore of widthH51.44 nm. The
crossover points correspond to first order phase transitions.

FIG. 6. The thermodynamic freezing temperature of the inner layers calcu-
lated using the Landau free energy method for different pore widths and
different values ofd.

FIG. 7. Freezing of the contact and the inner layers of LJ CCl4 as a function
of pore width. The dashed line represents the region in which a linear equa-
tion is valid, consistent with the Gibbs–Thomson equation. The freezing
temperatures are determined using the Landau free energy method.
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served for the contact layers as well as the inner layers. For
pore widths that are small enough to accommodate just a
single layer of CCl4 , an increase in the freezing temperature
is again observed as a consequence of the much deeper
fluid–wall potential well~see point for smallest pore width in
Fig. 8!.

The comparison of the DSC results and the simulation
~Fig. 8! shows that the simplified model of spherical LJ CCl4

and regular slit shaped graphite pore with smooth walls cap-
tures the plateau in theDT(H) function; however it overes-
timates the shift in the freezing temperature. In this regime,
DTf is 60 K in the experiments~Fig. 2! and is about 90 K in
the simulation. We note that the DSC experiments were at
done at a constant pressure equal to the saturated pressure of
CCl4 at 303 K ~0.15 atm!, while the pressure in the simula-
tions was set at 1 atm. This difference in the pressure is
expected to have a very small effect on the freezing
temperature21 ~the solid–fluid coexistence line in the P–T
phase diagrams have a slope nearly equal to infinity!. We
recalculated the freezing temperatures in our simulations for
the pressure used in the DSC experiments and found the
difference to be less than 2%. It is difficult to see the cross-
over behavior in experiments, due to the lack of availability
of well characterized graphitic pores in the mesopore region.
The overestimation of the freezing temperature shift in the
simulation is a reflection of the simplicity of the model used.
It is easier for spherical molecules in slit pores to freeze
when compared to five-site LJ tetrahedral molecules~a more
realistic representation of CCl4) in a real activated carbon.
The confined crystal phase has perfect in-plane bond orien-
tational order within each layer and, in addition requires that
the phase of the complex order parameterF j within each
layer j be the same. It is intuitively clear that both the in-
plane ordering and the phase ordering of the layers are easier
with spheres compared to tetrahedrons. More realistic fluid–
fluid potential models based on site–site LJ interactions43,44

could lead to an improvement in the prediction of the simu-
lation results.

Another simplifying assumption in our simulation is the
slit shaped geometry to represent the ACF. The electron mi-
crograph of graphitic pores in Fig. 1 points to the need to

include important features like networking, polydispersity,
surface corrugation, and irregularities and pore bottlenecks
that are ignored in our model;45 these features are bound to
deter the freezing transition in real porous materials. The
typical pore size distribution in activated carbon fibers is
about 10% around the mean pore size of the sample, and
there is a distribution of parallel slit shaped pores and pores
having a wedge geometry. In addition, the presence of active
sites~for example, NH2, CHvO, and CH3OH) on the ad-
sorbent surface have a strong influence on the freezing of
confined fluids, causing a depression in the freezing
temperature.46 The absence of some of these features in our
simulations could possibly account for the over estimation of
the shift in the freezing temperature.

Kaneko et al. have reported the enthalpy change on
freezing in ACF based on the DSC scans that are much lower
than the enthalpy change in the bulk.30 Based on our simu-
lation results there can be more than one reason for freezing
in confined systems being weakly first order. Thus, the en-
thalpy change in the transition from the orientationally or-
dered phase to the crystal phase can be considerably reduced
when compared with the bulk. The heat capacity plot in Fig.
4 shows a peak corresponding to the orientational ordering
~hexatic phase! of the confined liquid. It is clear that most of
the entropy change occurs during this transition, and as a
result, the orientationally ordered fluid to crystal phase is
weakly first order. Iiyamaet al.47,48 employed x-ray diffrac-
tion to study the structure of confined CCl4 in ACF. The
authors found extended positional correlations in the con-
fined liquid phase providing indirect experimental evidence
of the possibility of an orientationally ordered phase. The
orientational ordering transition is not captured in the DSC
scans in Fig. 2, possibly because the real porous material has
corrugations in the fluid–wall potential, due to the crystal
structure of graphite, that makes it periodic. This periodicity
in the wall potential exerts a hexatic field, that favors the
formation of the orientationally ordered phase, so that such a
transition actually occurs at a higher temperature in real ma-
terials as compared to simulations that use a smooth wall
potential. One possibility is that such a peak is present at
temperatures higher than the DSC scans in Fig. 2. However,

FIG. 8. Comparison of the freezing temperatures from simulation and ex-
periment. The results for activated carbons are from this study. The DSC
results for silica are reproduced from Ref. 17.

FIG. 9. Plot showing the reduced fluid wall potential energy as a function of
position perpendicular to the pore wall for different pore widths accommo-
dating 1,2,3,5, and 7 confined layers.
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it is also possible that this orientational ordering occurs at a
temperature higher than the layering transition temperature,
in which case such a peak would be totally absent.

Polydispersity in the real porous material can also ac-
count for the low values of the observed enthalpy change.
The pore size distribution could be such that a large fraction
of the pores have a pore width such that the inter layer dis-
tance in the confined phase is less than the lower bound ford
that supports freezing. Thus only a small fraction of the
pores actually support a crystal phase which may cause an
underestimation of the value of the enthalpy of freezing.
Curry et al.49 studied the freezing of simple fluids in a cor-
rugated pore model that consisted of a slit pore with rectan-
gular grooves carved out of one of the surfaces. Over a range
of groove depths, the confined phase consisted of fluid and
solid portions in equilibrium, i.e., fluid filled nanocapillaries
separated by solid strips, supporting the above theory. Ex-
periments that measure the structure factor in the confined
phase using x-ray scattering could shed more light on this
speculation. If this is indeed the case one would observe
significant liquidlike structure even below the freezing tem-
perature of the confined CCl4 .
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APPENDIX A

Two-dimensional systems have a special significance for
phase transitions in which continuous symmetry is broken
~such as freezing transitions!. The Mermin–Wagner
theorem50 states that long range order~LRO! cannot exist in
such systems. Halperin and Nelson proposed the ‘‘KTHNY’’
mechanism for melting of a crystal in two dimensions51

which involves two transitions of the Kosterlitz–Thouless
~KT! type.52 The first is a transition between the crystal
phase~having positional quasi-LRO and orientational LRO!
and a hexatic phase~having positional disorder and orienta-
tional quasi-LRO!; the second transition is between the
hexatic phase and the liquid phase~having positional and
orientational disorder!. A quasi-long range ordered phase is
characterized by an algebraic decay of the two point corre-
lation function associated with the order parameter as op-
posed to an exponential decay in the disordered phase. The
crystal to hexatic transition occurs through the unbinding of
dislocation pairs, and the hexatic to liquid transition involves
the unbinding of disclination pairs. Each KT transition is
accompanied by a nonuniversal peak in the specific heat
above the transition temperature, associated with the entropy
liberated by the unbinding of the vortex pairs. The spontane-
ous ordering of the adsorbed molecules in the graphite pore
into distinct two-dimensional layers makes it a quasi-two-
dimensional system. Extensive simulation results of strictly

two-dimensional systems have failed to provide compelling
evidence to support the KTHNY melting scenario~for ex-
ample, see Ref. 53!. However a recent study by Zangi and
Rice54 has cast some light on the role of theout-of-plane
motion ~as in the case of a quasi-two-dimensional system as
opposed to a strictly two-dimensional system! in the occur-
rence of an intervening orientationally ordered phase.

APPENDIX B

The free energy results suggest that the orientational or-
dering transition is weakly first order~crossing over of the
free energy curves for ‘‘L’’ and ‘‘ I’’ phases!. In order to
show that this transition remains first order in the thermody-
namic limit, a finite size scaling analysis is required. A con-
tinuous transition can look like a weakly first order transition
in a finite system. The reason for this is that there is always
a nonzero probability of observing the unstable phase be-
cause of interface and boundary effects in a finite system,
that is proportional to

exp~2bNd f !, ~B1!

whered f is the difference in intrinsic free energy between
the two phases. In the thermodynamic limit, this probability
vanishes. The system size scaling study for the model used
here,41 showed that the structure of the hexatic phase~phase
‘‘ I’’ ! was sensitive to the linear dimensions of the simulation
cell parallel to the plane of the pore walls,Lcell , for Lcell

,15s ff . However according to the Landau free energy re-
sults, the location of the thermodynamic freezing tempera-
ture was independent of system size forLcell>10s ff .The ab-
solute free energy differences between phases were
independent of system size; however, the height of the nucle-
ation barrier showed a strong dependence on system size.
The snapshots of molecular configurations in the confined
crystalline phase, showed no evidence of defect structures at
the simulation cell boundaries;25 thus a cell size ofLcell

510s ff is large enough not to introduce artifacts in the freez-
ing behavior due to finite system size.
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