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Freezing of simple fluids in microporous activated carbon fibers:
Comparison of simulation and experiment
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We study the freezing of C¢lin microporous activated carbon fibg&CF), using Monte Carlo
simulation and differential scanning calorimetSC). Microporous activated carbon fibers are

well characterized porous materials, having slit-shaped pores due to the voids formed between
graphitic basal planes. They serve as highly attractive adsorbents for simple nonpolar molecules, the
adsorbent—adsorbate interaction being mostly disper@¥ethe van der Waals-type Recent
molecular simulation studies have predicted wpward shiftin the freezing temperatureA(T;

=T+ pore~ Tt,bui>0) for simple fluids confined in such highly attractive carbon slit pores. Our DSC
experiments verify these predictions about ithereasein T;. The results also indicate significant
deviation from the prediction oAT; based on the Gibbs—Thomson equatisimple capillary
theory). We employ a recently developed free energy method to calculate the exact freezing
temperature in these confined systems using molecular simulation, in order to address the failure of
the simple capillary theory. €1999 American Institute of Physids0021-960609)50943-4

I. INTRODUCTION ment. Sliwinska-Bartkowiak and co-workers determined the

. . melting/freezing transition for a dipolar fluid, nitrobenzene
Improved understanding of confinement effects on freez- ~ .. . ) .
. o . C ——confined in controlled pore glass of different pore sizes, us-
ing are essential in areas relating to lubrication, adhesion

fabrication of nanomaterials and nanotribology. In addition,Ihg DSC and dielectric relaxation spectroscopyhe resuilts

. o . . ) om both experiments were in good agreement.
these studies can provide insight into mechanisms involve : . .
. . S : . A classical thermodynamic argument based on simple
in frost heaving and distribution of pollutants in soils. Freez- _ . : .
ing in porous media has been widelv emoloved in the Charcaplllary theory determines the freezing temperature as the
ginp y employ oint at which the chemical potential of the solid core inside

acterization of porous materials. In the method terme he pore equals that of the surrounding flgfdr example
thermoporometry,the shift in freezing temperature of water b q 9 pie,

is determined, and the pore size distribution is inferred fromsee Ref. 18
a thermodynamic analysis which is analogous to the use of AT, (Yws— Yul) ¥
Kelvin's equation for capillary condensation. While this is T: - be 1)

rigorous for the characterization of materials having large
pores, such an analysis breaks down in the case of miwvhereTy, is the bulk freezing temperature,,s and y,, are
cropores, as the limit of small and inhomogeneous systemihie corresponding wall-solid and wall-fluid surface ten-
demand a more rigorous statistical mechanical treatment. sions, v is the molar volume of the liquid\¢, is the latent
Experiments on freezing that have used porous silicdeat of melting in the bulk anH is the pore width. Equation
glass as the confinement medium have always resulted in (@) is sometimes referred to as the Gibbs—Thomson equation.
decrease in the freezing temperature, as compared to the The sign ofAT;=T;— Ty, depends on whether,, is greater
bulk >~ Freezing of oxygen in sol-gel glasses was studiedr less thany,,. The observed depression in the melting
by Warnock and co-workefsby a subpicosecond optical temperatures varied linearly asHlin the above mentioned
technique. In this method, birefringence in optical pumpstudies, and were thus consistent with EL).down to pore
pulses caused by the rotational motion of the molecules isizes as low as 6 nm.
the liquid was used to measure the subsequent molecular Experimental studies that probe the structure of the con-
orientational relaxation time. A change in the value of thefined phases using x-ray diffraction techniques, NMR, and
relaxation time provided an indication of the freezing tem-other spectroscopic methods have been reported. Overloop
perature. The freezing temperature in the confined systerand Van Gervah studied freezing of water in porous silica
was always depressed as compared to the bulk; the shift wasing the NMR method, and found that, in the confined solid
larger for smaller pores, and as large as 10 K for the smallegthase, up to three molecular layers adjacent to the pore wall
(20 nm pore. Unruh and co-workétgexamined the melting (which they term “bound water)’ have a structure that is
behavior of indium metal in porous silica glasses by differ-different from the crystal phase and from that of the free
ential scanning calorimetryDSC) measurements, and re- liquid. The rest of the water molecules in the pore interior
ported a large depression in melting point due to confinewere in the form of cubic icel¢) and the freezing tempera-
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tures were consistent with E¢L). The study also suggested TABLE I. Summary of pore widths.

a distribution of the molecular correlation times associated H/nm o/

with tran§lati9n and rotation in the .bound water phase, With pgre ype experiment simulation No. of layers
values lying in between those typical of liquid and crystal

phases. Morishige and co-workErs*used x-ray diffraction ~ Micropores 0.94 L
to study water in siliceous MCM-41, for a range of average psg 1.09 1-2
pore sizes, and also confirmed the existence of a disordered p10 1.20 1-2
layer of water molecules near the pore wall, with the inner P20 1.44 1.44 2
region being thel, phase. In a recent study, Booth and 1.74 1.74 3
Strangé® examined the melting of cyclohexane in porous 1.93 3
silica using the NMR technique. The melting temperature Mesopores

was below the bulk melting point, and in the confined solid 2.44 4
phase, there were two distinct components of the transverse 2'23 3
relaxation time. The short compone(it5—-30 us, compa- 725 14
rable to the crystal phase in the bulkvas attributed to the

crystal phase in the interior of the pore, and the long com-

ponent was attributed to a liquidlike contact layer. Further

lowering the temperature led to the freezing of the surfacdhe order of the phase transitiéh“> Dominguezet al** used

(contac} layer as well. In the dielectric relaxation spectros-thermodynamic integratidfi to calculate the free energy of
copy study of nitrobenzene in controlled pore gltlsguan-  the solid and fluid phases in the pore. This method involves
titative estimates of the rotational relaxation time in the fluida numerical integration of the Gibbs free energy starting
and crystal phases were made by fitting the complex permifrom a known reference phagthe Einstein crystal for the
tivity €* =¢’(w)—i€e"(w) measurements to the Debye dis- Solid phase and the ideal gas for the liquid phasehe state
persion equation>?° In addition to the liquid and crystal point of interest. However, this study was limited to confined
phase relaxation, a third relaxation component was observegystems with repulsive or weakly attractive wall—fluid poten-
that supported the existence of a contact layer with dynamiéials. For the more ubiquitous case of a wall-fluid potential
properties that were more liquid like, but different from the that is moderately or strongly attractive, this method breaks
inner layers as found in the previous studies. The linear bedown. This is because the adsorbed molecules adjacent to the
havior betweenAT; and 1H predicted by the Gibbs— pore—wall (the contact layer freeze before the adsorbed
Thomson equation was observed for pore widths down tdﬂO'GCU'ES in the interior of the pore. This makes it impos-
about 8 nm, but broke down for smaller pores. This can b&ible to find a reversible path from the ideal gas phase to the
attributed to the fact that the presence of a contact layer witf{uid phase, since any such path runs into a first order tran-
different dynamic and structural properties compared to thé&ition corresponding to the freezing of the contact layer.
pore-interior is not accounted for. The effect of the contactRadhakrishnan and Gubbffisused a method based on an
layer on the freezing of the inner layers of the pore is ex-order parameter formulatiéfr*°to calculate the free energy
pected to increase as the pore width decreases. In additioftat circumvents the problem encountered by using thermo-
for small and inhomogeneous systems, the concept of surfa@ynamic integration. The authors calculated the grand free
tension is not well defined, so that the Gibbs—ThomsorEnergy for the freezing of LJ methane between strongly at-
equation cannot hold. tractive carbon slit pores, as well as for a purely repulsive
In view of the large body of experimental evidence for ahard wall pore. They calculated the exact frgezing tempera-
decrease in the freezing temperature due to confinement, it f§€ for the contact layers as well as for the inner layers; the
tempting to assume that a decrease always occurs. Howevét,Udy also established that both the transitions were first or-
in a subsequent molecular simulation study of freezing ofder. _ ) )
simple fluids in slit pores, Miyahara and Gubtthshowed !N this paper, we describe DSC experiments on the freez-
that T, was strongly affected by the strength of the attractivelNd of CCly in activated carbon fiberACF's) that provide
forces between the fluid molecules and the pore walls. Fofl€ar evidence of amcreasein freezing temperature due to
repulsive or weakly attractive potentials, the shift in theConfinement, verifying the predictions of the recent simula-
freezing temperaturA T, was negative. For strongly attract- tion studlgs. We compare the experimental results, with re-
ing walls such as carbons, amcreasein T; was observed. sults obtained using the free energy method. baseq on order
Moreover, the increase ifi; was predicted to be larger for parameter .formulatlon and . Monte Carlq S|mul'at|on.. The
slit than cylindrical pore&? Suzukiet al. studied the mecha- DPSC experiments were carried out at Chiba University, Ja-
nism of pore filling for Lennard-Jond&J) CCl, in graphitic ~ Pan and the computer simulations were done at North Caro-

micropores using GCMC simulation, and found radial distri-In@ State University, USA.
bution functions in the confined phase similar to the plastic

crystalline form of bulk CCJ at a temperature that was 50 K ||, METHODS

above the bulk freezing temperatidfeThe predictions of
Miyahara and Gubbif$ were confirmed by free energy
studies in which the thermodynamic freezing temperature in  Pitch-based activated carbon fibers of different pore
confined systems was determined; these studies establisheitiths (P5, P10, and P20, see Tableih the micropore

A. Experimental method
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TABLE Il. Physical properties of CGl

Property Real CGl LJ-CCl,
Ty, (at 1 atm 251.8 K 252 K
pi 1.59 g/cnd 1.55 g/cnd
Crystal type Rhombohedral fcc
Nt 16.1 J/g 21.3 J/g

region were used as adsorbent materials. The pore wddth
reported throughout this paper is the distance between the
planes through the carbon nuclei in the first atomic layer of
each of the opposing walls. The micropore volume, specific
surface area, and the average slit pore width were determined
by high resolution N adsorption measurements at 7PK. FiG. 1. TEMofa pitch-based activated carbon fiber. White areas are pores,
CC|4 was adsorbed on dry ACF Samples at 303 K from a gagray areas are pore walls, dark areas are thicker pore walls. From Ref. 33.
phase at the saturated vapor pressure. The DSC scans were
e e 015 070 e, hes ands are e sizeand ey pametrs i
. ' " o Yhe LI potential, the subscripts f and w denote fluid and wall,
and melting temperatures were measured by identifying thcﬁ/

" . . espectively,z is the coordinate perpendicular to the pore
peak positions in the DSC scan relative to the backgroun alls, andkg is the Boltzmann’s constant. For a given pore

and the enthalpies of the phase change were calculated frovn\ﬁdth H, the total potential energy from both walls is given
the peak areas.

by,
= + —-2).
B. Simulation method Prod 2) = biu(2) F dpu(H —2) @
We defineH to be the distance separating the planes through
1. Potential models the centers of the carbon atoms in the first layer of the op-

The interaction between the adsorbed fluid molecules i#0Sing walls. _ _ _
modeled using the Lennard-Jon@<®,6 potential with size Figure 1 shows a TEM image of a pitch-based activated
and energy parameters chosen to describe, Che LJ pa- carbon fiber. Characterization methods based on nitrogen ad-

rameters were fitted to the bulk properties at solid—liquidsorption have been used to determine the pore size distribu-
coexistence. and are tion in these sample¥. The maximum deviation in the pore

width was within 10% of the mean pore width. Since the
oy=0.514nm, e/kg=366 K. porous matrix is formed from the interstecies created by re-

The above parameters predict the correct melting temorientation of the basal graphitic planes during the activation
perature T,,) and liquid density f,) at coexistence, at a proces.§,4a'regl_JIar slit shaped geometry is a regsonable first
pressure of 1 atm. However, these parameters fail to predi@PProximation in modeling these porous materials. We ex-
the correct crystal structure; the LJ crystal is fcc, while realPCt the approximation of a structureless graphite wall to be

CCl, freezes into a rhombohedral phase. As a result, th& 900d one in our present study, since the diameter of the LJ
latent heat Of melting)\fa iS not given accurate|y by th|s CCI4 molecule(0.514 nn) is much |al’gel’ than the C—C bond

model. The properties of real CChnd LJ-CC} are com- length in graphit¢0.14 nm), so that the CGlmolecules only
pared in Table II. feel a mild corrugation in the fluid—wall potential in passing

We model activated carbon fibers as regular slitike@long the surface. This has been confirmed by simulations of
graphite pores. For the fluid—wall interaction, we use themonolayers of methane on structured, planar carbon walls,
integrated “10-4-3” Steele potent#*2that corresponds to Where wall structure had only a minor effect for temperatures

a smooth wall, down to 60 K, and by Miyahara and Gubbitlsyhere it was
found that the structure of methane was practically identical
_ > |2 omw 0 Lo\ * when confined between smooth and structured graphite pore
P2 =2mpuemoinl 5| 57 T\ walls, for both the fluid as well as the solid phase.

4 The simulation runs were performed in the grand canoni-
_( Ttw ” ) cal ensemble as described in Ref. 36, fixing the chemical
3A(z+0.61A)3) | potentialw, the volumeV of the pore and the temperature

The potential parameters for the graphite wall were taker] "€ POré width in the simulation was varied fronerg to

from Refs. 31 and 32, 1.5<rff accommodating single adsorbed layers 'F(_) up to _14 con-
fined layers of CCJ (see Table), and the rectilinear simu-
ow=0.340nm, €, /kg=28.0K, lation cell was 10 by 100 in the plane parallel to the pore

walls, consistent with a cutoff of & for the fluid—fluid
interaction. The system typically had up to 200—1200 par-
Orn= 0+ T2, €=t > ticles, and periodic boundary conditions were employed in

pw=114nm 3 A=0.335nm,
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the plane parallel to the pore walls. The simulation was setup
such that insertion, deletion, and displacement moves were s
attempted with equal probability, and the displacement step
was adjusted to have a 50% probability of acceptance. Ther-
modynamic properties were averaged over 100—500 million
individual Monte Carlo steps. The length of the simulation
was adjusted such that a minimum of 50 times the average
number of particles in the system would be inserted and de-
leted during a single simulation run.

The free energy formalism used hdeee Sec. I B Ris
quite general; it is not necessary to assume any type of crys-
talline structure in advance. Thus, for the sake of generality
and simplicity, a rectilinear simulation cell was chosen as I e e e e
opposed to a geometry that is consistent with a particular 200 - 240 280 320
structure of the confined solid phase. In order to avoid arti- Temperature / K
facts in the phase behavior due to small system size and

. bl t fth talli h t the ed FIG. 2. DSC scans for freezing of CJh the bulk and melting/freezing of
Incommensurable nature o the crystalline phase at the € 9%&4 confined in ACF’s, after subtraction of background signal. Each scan

of the simulation cell, we performed a system size scalings shifted in vertical scale for the sake of clarity. The scale for the bulk is
study, and chose cell dimension to be large enough for theeduced by a factor of 10. The arrows represent the direction of the tem-

edge effects to be negligibl(esee Appendix 341 The con- perature scan, i.e., freezing or melting; DSC scan corresponding to a melting
. . : S . is sh ly for th f P20 ACF.

clusion of this system size study is similar to that of a similar™" 'S Shown ony forfhe case o

system size study for bulk systems by Lynden-Blal?°

———

P10

P20 —_——
—-—

*1/10

EXOTHERMIC ——=-

Bulk ———

tation in the plane of the given layer, with respect to a ref-
erence axis, and is described by the polar coordifat€he

indexk runs over the total number of nearest neighbor bonds

The method relies on the calculation of the Landau freey, in layerj. The overall order parametdr is an average of
energy as a function of an effective bond orientational ordefhe hexagonal order in all the layers,

parameterd, using GCMC simulations. The Landau free

N
energy is defined By layers
Y @:( > cpj) / Niayers. (7)

A[®]=—kgT In(P[®]) + constant, (4) =1

whereP[®] is the probability of observing the system hav- FOr molecu]es with isotropic interaction pqtential the only
ing an order parameter value betwednand ® + s&. The two-dimensional qlosgd 'pack'ed structure is the hexagonal
probability distribution functionP[®] is calculated in a crys.tal. The quantityb is invariant under rotation about the
GCMC simulation by collecting statistics of the number of Z 8xis. We expectb=0 when all the layers have the struc-
occurrences of a particular value @ in the form of a his-  turé of a two-dimensional liquidp=1 in the solid phase
togram, with the help of umbrella samplifigFor a particu- and 0<®<1 in the orientationally ordered phase.

lar phase, for instance phase A, the grand free en@rgys

related to the Landau free energy by IIl. RESULTS

A. Experiment

2. Free energy method

q)max,A
eXF(_BQA):J dd exp(— BA[D]). ©)

° min,A

In Fig. 2 is shown the evolution in the DSC patterns of
) different CC},—ACF samples obtained during melting and
The grand free energy at a particular temperature can bﬁ-eezing runs. The positions of the peaks in the DSC spec-
calculated by numerically integrating over the order paramsy.;m were found to be independent of the temperature scan-
eter range @ min 10 Prax,4) that corresponds to the particu- ning rate in the range 1.0-5.0 Kmih The scan for bulk
lar phase A in consideration. More complete details of theCCI4 is shown as a reference; three “exothermic” peaks at
method for confined _syster_ns are given elsewfigfé=® . 242 K, 228 K, and 218 K are,observed during the freezing
, We use a t\No-q|menS|onaI order parameter. prevlousbfun, and correspond to liquid to metastable fcc—solid phase,
introduced by Mermiff to characterize the order in each of fcc to rhombohedral phase, and rhombohedral to monoclinic
the molecular layers, phase, respectively. The observed transitions are systemati-

1 M cally shifted by 10 K compared to the values found in the
b= Np kZl exp(i66,)| =|(exp(i66y));|. (6) literature because of supercooling achieved during the freez-

ing run. Freezing/melting in the confined system occurs at
®; measures the hexagonal bond order within each lpyer 299 K; the peak positions in each of the DSC scans for
Nearest neighbors in the same layer of a given moleculenelting and freezing runs corresponding to £€&bnfined in
were identified as those molecules that were less than a cudCF'’s (P5, P10, and P2Ghow anupwardtemperature shift
off distancer,, away. We used a cutoff distanceg,, of 57 K. Unlike the prediction by the Gibbs—Thomson equa-
=1.30, corresponding to the first minimum in thggr) tion, the freezing temperature is found to be independent of
function. Each nearest neighbor bond has a particular orierpore width in the micropore regimeH(=1.0—1.4 nnm); see
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(a) (b)
200.0 T 4.0
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FIG. 3. Molecular simulation results showing amount of adsorption during a freezing run and structure of confined lnJa&Cgtaphite pore of widtt
=1.44 nm. Bulk gas phase is at 1 atm pressure. The confined phase has two molecular layess ®h€@hir correlation functions ifb) and(c) represent
an isotropic fluidlike phase, while thg(r) in (d) corresponds to a hexagonal crystal.

Fig. 8. The enthalpies of freezing for the confined systemA sharp increase in the adsorption is seen to occur on cooling
calculated from the peak areas were reproducible to withifrom 380 K to 360 K, and the corresponding pair correlation
1.0%, and were much less than that of the BUIR similar  functions(at 410 K and 360 Kshow that this jump is not
trend in the shift in freezing temperature was also observedue to a freezing transition, as the structure of the fluid re-
for the case of benzene confined in ACF fib&3he nature  mains isotropic even at 360 K. However, comparing the rates
of the solid phase cannot be determined by DSC experimentst decay ofg(r) with r, the positional correlations at 360 K
alone. However, the peaks corresponding to the solid—soligre Jonger ranged than those at 410 K. Since the system is
transitions that take place in the bulk are absent in the corgjose to the two-dimensional limit, there is the possibility of

fined system. an orientationally ordered phase intervening between the dis-
ordered liquid phase and the positionally ordered crystal
B. Simulation phase; such a phase could cause the jump in the adsorption

The adsorption of CGlin the carbon slit pores of vari- curve(see Appendix A The pair correlation function at 340
ous pore widths was calculated as a function of temperaturdS represents a 2D hexagonal crystal phase.
as the system was cooled. The chemical potential of, @CI In Fig. 4 is shown the heat capacity of the system as well
the GCMC simulation was always maintained at a value cor2s the order parametér as a function of temperature. The
responding to an external bulk pressure of 1 atm. A LennardP€ak in the heat capacity occurs simultaneously with a jump
Jones equation of state was used to relate the chemical pt the orientational order parametdr, in a temperature
tential to the pressuf€. For a pore widthH=1.44nm range where the positional correlations show no long range
(modeled after P20 AOFthe adsorption curve is shown in order[theg(r) functions remain isotropic The heat capac-
Fig. 3 along with pair correlation functions at three differentity peak and the jump in the orientational order parameter are
temperatures. The confined phase is characterized by tweminiscent of the nonuniversal behavior predicted by the
layers (see Table )l The g(r) plots represent the in-plane transition from the liquid to an orientationally ordered phase
two-dimensional pair correlation functions within each layer.(see Appendix A that occurs at the same temperature at
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which the jump in the adsorption curve is seen. Further evi- 86404
dence of such a transition was provided by studying the de-
: e ' 6e+04 |

fect structures; isolated and bound disclination pairs were -
observed in the snapshots of the simulafion. E 4e+dd

The Landau free energy was calculated as a function of G 20404 |
the average hexagonal bond orderfor different tempera- 06400
tures for CCJ} confined in the graphite pore of widtly 0.8
=1.44 nm. Each Landau free energy curve at a particular 06 |
temperature possessed three minima, corresponding to three
phases in the system; a liquid phask”“with &~0 and S04y
g(r) similar to Fig. 3b), an orientationally ordered hexatic 0.2 |
phase ‘1” with 0 <®<0.85 andg(r) similar to Fig. 3c), 0.0 ‘ oo o o o

300.0 350.0 400.0 450.0

and a hexagonal crystal phas€* with ®~0.85 andg(r)

similar to Fig. 3d). The grand free energy was calculated

from the Landau free energy curves using EEq The grand FIG. 4. Heat capacity of the whole system and the order paranietss a

free enerng as a function of temperature for the three function of temperature as the system is cooled, for the LJ Gl graphite
hases is shown in Fia. 5. The weak crossover of the “ pore of widthH=1.44 nm. For this pore width the pore only contains two

P ! wn 9. . w o v . layers (=1,2) and the average order paramebeis equal to®; .

and the ‘1” branches represents a transition to the hexatic

phase afl = 355 K (see Appendix B The freezing transition

occurs aff =342 K. _ d=<0.90, the inner layers of the confined fluitb notun-

. The Landag free energy cglculatlon was repeatgd for thaergo a freezing transition. Figure 6 shows the freezing tem-
different pore sizes described in Table I. For pore widths thaberature as a function of pore width for different valueslof
accommodate one to th_ree c_onflned QI@yers,_ it was found The thermodynamic freezing temperature is not a smooth
that all the layers froze in unison at the freezing temperaturg, - ~tion of pore width and shows oscillatory behavior be-

and that this temperature was much higher than the bul, se of its crucial dependence @nThere are windows of

freezing temperature of LJ CLI For pore widths that ac- 510 widths where the fluid does not freeze because of the
commodate four or more layers of adsorbate, an orientationgver bound in the value ofi=0 90, that supports freez-

ally ordered phase was again obsertfeHowever, for these ing. However, we find that the freezing temperatures of the

larger pore widths, it was found that the contact layers froze. iact layers are only weakly dependent ditsee Table
at a higher temperature than the inner layers which in tury;y Thys in our study we have chosen pore widths that have

froze at a temperature above the bulk freezing temperaturgigtarent number of confined layers but all having the same

The Landau free energy formulation provided the means ofyterjayer separation. The variation of the freezing tempera-

calculating both transition temperatures. Each Landau freg, e of the contact and the inner layers as a function of pore
energy curve at a particular temperature showed a triple-we{\;igtn is shown in Fig. 7.

structure(with three minima, corresponding td¢1) a phase
with isotropic fluid structure within each laye{2) a phase
with frozen contact layefthe inner layers being fluidlike
and (3) a phase with all the layers having the structure of a  The Landau free energy formalism was used to calculate
2D hexagonal crystal. The crossover of the grand free energie grand free energy of the fluid and crystalline states as a
functions for each phase gave the thermodynamic freezinfunction of temperature, for LJ C¢konfined in slit-shaped
temperature of the contact layers and the inner layers. Theores. The free energy difference between the ordered and
effects of system size on the free energy results are discussetke disordered state is directly calculated, thereby eliminat-
in Appendix B. The freezing temperatures of the contact andng the need to numerically integrate the free energy, starting
the inner layers are summarized in Table Ill for the variousfrom a well characterized reference phase. Thus, unlike the
pore widths used in this study. methods that involve thermodynamic integration, this
The parameted in Table lll, represents the interlayer method is not limited to repulsive or weakly attractive fluid—
distance(average distance between the confined layers olvall potentials. In addition to the free energy, a quantitative
CCl,), which depends on the pore width for a givenH, d  estimate of the free energy barrier to nucleation is obtained,
is the same for the liquid and solid phases. For the bullalthough such a quantity is sensitive to system size effects.
crystal in the simulatiortfcc lattice), d=y204 /3. The ease However, the absolute value of the free energy difference is
with which the fluid freezes in the pore and the extent of theonly a weak function of system size, and is estimated to an
hysteresis loops depend crucially on the interlayer separatioaccuracy of kgT, as shown by Lynden-Bekt al?® The
d, Refs. 21,25, and 42. Fal 04=0.95 the fluid freezes into exact location of the equilibrium transition temperature by
a defect free crystal in our simulations, with hysteresis loopgree energy calculation is an improvement over methods that
observed during adsorption and desorption spanning 2—10 Kise the jump in the density to locate the freezing/melting
The defects in the crystal structure increase in the rangpoints in terms of accuracy, as it is independent of the width
0.90<d/o3=<0.95, with the extent of hysteresis loops in- of the hysteresis loops, thereby allowing a direct consistency
creasing to about 10—-30 K and the thermodynamic freezingheck with the Gibbs—Thomson equation, Ef). A direct
temperature of the inner layers decreasel a@ecreases. For comparison with Eq(1) would involve calculation of surface

TK

IV. DISCUSSION AND CONCLUSIONS
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FIG. 5. The grand free energy of the three phdsek andC,as a function
of temperature for LJ CGlin a graphite pore of widttH=1.44 nm. The
crossover points correspond to first order phase transitions.

H/nm

FIG. 6. The thermodynamic freezing temperature of the inner layers calcu-
lated using the Landau free energy method for different pore widths and
different values ofd.

freeze at the same temperature as the inner layers. It is evi-

tensions in the simulation, which we have not attempted injent from Fig. 7 that the Gibbs—Thomson equation is valid
this study. The behavior AT vs 1H in Fig. 8 is linear in

when the effect of the contact layers are negligible on the

the mesopore range, down to a pore width of 2.44 nm, belowhner |ayers, i.e., for pores that accommodate seven molecu-
which there is a cross over to a “plateau” reginie the |5 |ayers of CGJ or more. When the number of inner layers
micropore range The plateau regime spans pore widths thatare comparable with the number of contact layers, a devia-
can accommodate 2-3 layers of GCFor pore widths that tjon from linear behavio{G-T regime is observed, fol-
support only a single layer of CCl sharp increase in the |owed by a crossover to the plateau regime. It is also evident
freezing temperature is seen. The linear regime in the mes@rom Fig. 7 that the freezing temperature in the plateau re-
porous range is consistent with the Gibbs—Thomson equajime is determined by the freezing of the contact layers. This
tion. The deviation from linearityin the micropore region region is spanned by pore widths that accommodate two to
is also expected, as the Gibbs—Thomson equation breakgree layers of CGlL Based on energetic considerations
down in this limit(see Sec.)| for reasons that are discussed gjone, it is reasonable to assume that the contact layer freez-
below. ing temperature is approximately independenttbfn this
There are either two or three condensed phases of colymit (Fig. 9): the depths of the potential well in which the
fined CCl,, depending on the pore width. For pore widths contact layers are confined are approximately equal for all
that accommodate four or more layers, there are thregpre widths that support more than one layer. As the number
phases; phase A corresponds to all layers having a liquidlikgf inner layers increase, the effective fluid—fluid potential
structure; phase B corresponds to the contact lajjeeslay-  petween layers as well as entropic effects have to be taken
ers adjacent to the two pore wallseing frozen and the rest jntg consideration, which is why there is a deviation from the

of the layers being fluidlike; phase C corresponds to all theyateau regime; the deviation from the plateau regime is ob-
layers being frozen. Thus, the contact layers freeze at a

higher temperature than the inner layers. For pore widths that

accommodate three layers or less, there are just two con- 425.0 ‘14 7 54 3 2 1 Layers
densed phases, liquid and crystal, i.e., the contact layers ) ¥
375.0
TABLE lll. Freezing temperatures of Confined GCI
Ti/K Ti/K ¥ is L}
Pore width  No. of layers (contact layers (inner layers  d/o ,} 325.0 ¢ II
K3
0.94 1 410.0 0.95 wx L) T
1.44 2 342.0 0.95
275.0 |
1.74 3 335.0 0.84 =t ; ontact layers
1.93 3 333.0 333.0 0.95 ¥ g Y
2.44 4 320.0 305.0 0.95 G | |
2.76 5 310.0 273.0 0.90 225000 05 10
2.93 5 310.0 280.0 0.95 H /!
3.68 7 300.0 248.0 0.90
3.87 7 300.0 260.0 0.95 FIG. 7. Freezing of the contact and the inner layers of LJ,&Ela function
7.25 14 290.0 254.0 0.95 of pore width. The dashed line represents the region in which a linear equa-
bulk © 250.0 0.82 tion is valid, consistent with the Gibbs—Thomson equation. The freezing

temperatures are determined using the Landau free energy method.
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FIG. 8. Comparison of the freezing temperatures from simulation and exf|G. 9. Plot showing the reduced fluid wall potential energy as a function of

periment. The results for activated carbons are from this study. The DSGosition perpendicular to the pore wall for different pore widths accommo-
results for silica are reproduced from Ref. 17. dating 1,2,3,5, and 7 confined layers.

served for the contact layers as well as the inner layers. Fanclude important features like networking, polydispersity,
pore widths that are small enough to accommodate just aurface corrugation, and irregularities and pore bottlenecks
single layer of CGJ, an increase in the freezing temperaturethat are ignored in our modét;these features are bound to
is again observed as a consequence of the much deepgeter the freezing transition in real porous materials. The
fluid—wall potential well(see point for smallest pore width in typical pore size distribution in activated carbon fibers is
Fig. 8. about 10% around the mean pore size of the sample, and
The comparison of the DSC results and the simulatiorthere is a distribution of parallel slit shaped pores and pores
(Fig. 8) shows that the simplified model of spherical LJ €CI having a wedge geometry. In addition, the presence of active
and regular slit shaped graphite pore with smooth walls capsites(for example, NH, CH=0, and CHOH) on the ad-
tures the plateau in th&T(H) function; however it overes- sorbent surface have a strong influence on the freezing of
timates the shift in the freezing temperature. In this regimeconfined fluids, causing a depression in the freezing
AT is 60 K in the experimentéFig. 2) and is about 90 K in  temperaturd® The absence of some of these features in our
the simulation. We note that the DSC experiments were asimulations could possibly account for the over estimation of
done at a constant pressure equal to the saturated pressurdlod shift in the freezing temperature.
CCl, at 303 K(0.15 atm, while the pressure in the simula- Kaneko et al. have reported the enthalpy change on
tions was set at 1 atm. This difference in the pressure ifreezing in ACF based on the DSC scans that are much lower
expected to have a very small effect on the freezinghan the enthalpy change in the bdBased on our simu-
temperaturg (the solid—fluid coexistence line in the P—T lation results there can be more than one reason for freezing
phase diagrams have a slope nearly equal to infinitye  in confined systems being weakly first order. Thus, the en-
recalculated the freezing temperatures in our simulations fothalpy change in the transition from the orientationally or-
the pressure used in the DSC experiments and found théered phase to the crystal phase can be considerably reduced
difference to be less than 2%. It is difficult to see the crosswhen compared with the bulk. The heat capacity plot in Fig.
over behavior in experiments, due to the lack of availability4 shows a peak corresponding to the orientational ordering
of well characterized graphitic pores in the mesopore regionthexatic phaseof the confined liquid. It is clear that most of
The overestimation of the freezing temperature shift in thehe entropy change occurs during this transition, and as a
simulation is a reflection of the simplicity of the model used.result, the orientationally ordered fluid to crystal phase is
It is easier for spherical molecules in slit pores to freezeweakly first order. liyamat al*"*8 employed x-ray diffrac-
when compared to five-site LJ tetrahedral molec@emore  tion to study the structure of confined GGh ACF. The
realistic representation of Cglin a real activated carbon. authors found extended positional correlations in the con-
The confined crystal phase has perfect in-plane bond orierfined liquid phase providing indirect experimental evidence
tational order within each layer and, in addition requires thabf the possibility of an orientationally ordered phase. The
the phase of the complex order parametgrwithin each  orientational ordering transition is not captured in the DSC
layer j be the same. It is intuitively clear that both the in- scans in Fig. 2, possibly because the real porous material has
plane ordering and the phase ordering of the layers are easieorrugations in the fluid—wall potential, due to the crystal
with spheres compared to tetrahedrons. More realistic fluid-structure of graphite, that makes it periodic. This periodicity
fluid potential models based on site—site LJ interacfidffs  in the wall potential exerts a hexatic field, that favors the
could lead to an improvement in the prediction of the simu-formation of the orientationally ordered phase, so that such a
lation results. transition actually occurs at a higher temperature in real ma-
Another simplifying assumption in our simulation is the terials as compared to simulations that use a smooth wall
slit shaped geometry to represent the ACF. The electron mipotential. One possibility is that such a peak is present at
crograph of graphitic pores in Fig. 1 points to the need tatemperatures higher than the DSC scans in Fig. 2. However,
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it is also possible that this orientational ordering occurs at awo-dimensional systems have failed to provide compelling

temperature higher than the layering transition temperaturegvidence to support the KTHNY melting scenatfor ex-

in which case such a peak would be totally absent. ample, see Ref. 33However a recent study by Zangi and
Polydispersity in the real porous material can also acRice’* has cast some light on the role of toet-of-plane

count for the low values of the observed enthalpy changemotion (as in the case of a quasi-two-dimensional system as

The pore size distribution could be such that a large fractiompposed to a strictly two-dimensional sysfeim the occur-

of the pores have a pore width such that the inter layer disrence of an intervening orientationally ordered phase.

tance in the confined phase is less than the lower bound for

that supports freezing. Thus only a small fraction of theAPPENDIX B

pores actually support a crystal phase which may cause an

Lcj:ndere?tngtlcindpfdtrtlﬁ \?alue. of t?e .entlha]ICIpydof. freezmg'dering transition is weakly first orddcrossing over of the
urr¥z al.” sl (;el thet ree;|r1tgdo fS'mpl_? uias I'?ha cotr- free energy curves for L' and “1” phases. In order to
rugated pore modet that consisted of a STt poreé WIth Tectang, , ,; 1at this transition remains first order in the thermody-

gular grooves carved out of one of the surfaces. Over a ran

. . . amic limit, a finite size scaling analysis is required. A con-
of groove dep'ths, th'e. cpnfmgd pha;e .con5|sted of flwq @Nfinuous transition can look like a weakly first order transition
solid portions in equilibrium, i.e., fluid filled nanocapillaries

ted b id stri tina the ab h £ in a finite system. The reason for this is that there is always
separated by solid strips, supporting the above INeory. EXs ., arg probability of observing the unstable phase be-

periments_ that measure the structure factor in t_he Conﬁm.a?ause of interface and boundary effects in a finite system,
phase using x-ray scattering could shed more light on th'?hat is proportional to

speculation. If this is indeed the case one would observe

significant liquidlike structure even below the freezing tem-  exp(— BN&f), (B1)
perature of the confined CLI

The free energy results suggest that the orientational or-

where §f is the difference in intrinsic free energy between
the two phases. In the thermodynamic limit, this probability
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phase transitions in which continuous symmetry is brokerthe simulation cell boundariés;thus a cell size ofl

(such as freezing transitions The Mermin—Wagner =100y is large enough not to introduce artifacts in the freez-

theoren? states that long range ordérRO) cannot exist in  ing behavior due to finite system size.
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