
Overview
u Ordinary Least Squares (OLS) Regression: Finds the projection 

direction of x’s that are maximally correlated with the y’s
u PCA: Finds projection directions of the x’s with maximal covariance
u Principal Component Regression (PCR): Does PCA for 

dimensionality reduction on X, and then OLS using PC features.
u Canonical Covariance Analysis: Finds the projection directions of X 

and Y that maximize their mutual covariance.
u Canonical Correlation Analysis (CCA): Finds the projection 

directions of  X and Y that maximize their mutual correlation.
u All use SVD to minimize reconstruction error or maximize 

variance/covariance
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Canonical Covariance Analysis
If Y is high-dimensional, we might want to do dimension reduction for 
both Y and X. 

Canonical covariance analysis finds the projection directions for both 
X and Y to maximize their covariance. 

or to best reconstruct X from Y and to reconstruct Y from X

(Comparison: PCA finds the projection directions of maximum 
covariance for X with itself.)

This is one type of Partial Least Squares (PLS), which find 
projections of x that explain all the y’s.



Canonical Covariance Analysis
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Canonical Covariance Analysis
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Canonical Covariance Analysis
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Canonical Covariance Analysis

What are the scores? The loadings?



Canonical Covariance Analysis

u (Xw)T(Yv)
u wT(XTY)v

Finds the left and right singular vectors of XTY



Canonical Correlation Analysis (CCA)



CCA advantages
u CCA is scale invariant

l Since X and Y are whitened,
u CCA is symmetric in X and Y



Recap
u OLS: Finds the projection direction of x maximally correlated with y
u PCA: Finds projection directions of the X with maximal covariance

l SVD of X’X

u Canonical Covariance Analysis: Finds the projection directions of X
and Y that maximize their covariance
l SVD of Y’X 

u Canonical Correlation Analysis (CCA): Finds the projection 
directions of X and Y that maximize their correlation
l SVD of  (X’X)-1/2X’Y(Y’Y) -1/2

l The whitening makes it scale invariant

All minimize reconstruction error and maximize variance/covariance


