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Go – surround territory on 19x19 board



Learn policy
u a = f(s)
u a = where to play (19*19)
u s = description of board



state  ~ 19*19*48



Train “SL policy network”
u 13 layers of convolutional filters and rectifiers

l softmax classifier 

u Train using moves for 30 million board positions
u 50 GPUs for 3 weeks



Approximate using rollout policy net
u SL policy network (55.7% accuracy) 3 ms
u Rollout policy network (24.2% accuracy) 2 µs

l Also trained on human expert positions



RL policy network
u Initialize with SL policy network
u Train using self-play with older network
u Let zt=1 if we win game or -1 if we lose



Value network
u Estimate value of board state under the policy 

followed by the policy network
u Input: one board from each self-play game
u Output: z (win/loss for that game)
u again, 50 GPUs for one week.



Monte Carlo Tree Search
u Need to trade off exploration and exploitation

l But can’t afford to do a full search

u Use
l predictions from the policy and value networks
l how many times we have picked the move
l simulated game results with wins.



Monte Carlo Tree Search
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Expansion
u Q from RL value net

l more accurate 
l use for exploitation

u P from SL policy network
l more diverse
l use for exploration (u)



Evaluation
u Simulate the rest of the game using Monte Carlo 

Rollout starting from the leaf node
u Sample moves using the rollout policy.

l Use the fast (but inaccurate) rollout net
n 1500x faster

u Predicts a win or a loss zL



Backup
u Update Q with



Picking the next move
u Could use Q(s,a) but don’t
u Use the move that was most often picked for 

the current board position
l Leads to increasing exploitation over time



Monte Carlo Tree Search



AlphaGo take-aways
u Boot-strap

l Start with policy learned from human play

u Self-play
u Speed matters

l Rollout network
l Monte Carlo search

u It still helps to have fast computers
l 100 GPU weeks


