


Quick recap of Wed
u Join piazza (from canvas)
u If you missed it, watch the Wed lecture (on canvas)
u See the “resources” page on the wiki
u HW0 will be published today

Introduce today’s TAs



Survey results
u Gather.town

l Mostly positive
l turn on your video; Look around for people

u Questions are a challenge
l chat directly to staff
l raise hand option to allow people to answer
l have a course slack

u Post slides in advance
u Zoom links with the available office hours and the class meetings in a central place on the Canvas
u Less flipping between screens/slides.
u Better sound quality
u More explicit intro/reading to people with less ML background. 
u Explain difference between transformers and GPT-3



ML in Python
Learning objectives
§ Be able to do standard matrix 

operations in numpy
§ Know key jupyter tricks
§ Recognize when code should 

be vectorized



Why python?
u Alternatives 

l R, matlab, SPSS/SAS/Stata
u The ML-python universe

l Python
l Numpy
l Scikit-learn or Pytorch
l Jupyter
l Colab



DataFrames
u pandas



Environments
> jupyter notebook
https://colab.research.google.com

https://colab.research.google.com/


Matrices in numpy



Matrix creation 



Numpy has standard math
A=array([[1,2,3],[4,5,6]])
A.mean()
A.min(), A.max(), A.argmin(), A.argmax()
eig(A)  - but in a ‘package’
svd(A) - but in a ‘package’
A.T
A @ B    or np.matmul(A, B) 

or A.matmul(B)

…



Case Study: yamslam



You should know
u Basic matrix manipulations in numpy

l A @ B 

u How to check “shapes” of arrays
u How to use Jupyter

l “magic” for timing
u How to find math functions you need
u Meet some other students

l https://gather.town/aQMGI0l1R8DP0Ovv/penn-cis
l Firefox or Chrome; not mobile

https://gather.town/aQMGI0l1R8DP0Ovv/penn-cis



