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Abstract—We describe a framework for cooperative control of
a group of nonholonomic mobile robots that allows us to build
complex systems from simple controllers and estimators. The re-
sultant modular approach is attractive because of the potential
for reusability. Our approach to composition also guarantees sta-
bility and convergence in a wide range of tasks. There are two key
features in our approach: 1) a paradigm for switching between
simple decentralized controllers that allows for changes in forma-
tion; 2) the use of information from a single type of sensor, an
omnidirectional camera, for all our controllers. We describe es-
timators that abstract the sensory information at different levels,
enabling both decentralized and centralized cooperative control.
Our results include numerical simulations and experiments using
a testbed consisting of three nonholonomic robots.

Index Terms—Cooperative localization, formation control, hy-
brid control, nonholonomic mobile robots.

. INTRODUCTION

reactive controllers or behaviors that react to simple stimuli

or commands from the environment. Successful applications
of this idea are found in subsumption architectures [11],

behavior-based robotics [12], and other works [13].

In this paper, we address the development of intelligent robot
systems by composing simple building blocks ib@tom-up
approach The building blocks consist of controllers and esti-
mators, and the framework for composition allows for tightly
coupled perception-action loops. While this philosophy is sim-
ilar in spirit to a behavior-based control paradigm [12], we differ
in the more formal, control-theoretic approach in developing the
basic components and their composition.

The goal of this paper is to develop a framework for composi-
tion of simple controllers and estimators to control the formation
of a group of robots. By formation control, we simply mean the
problem of controlling the relative positions and orientations of
robots in a group, while allowing the group to move as a whole.

HE LAST FEW years have seen active research in the fielfoblems in formation control that have been investigated in-
of control and coordination for multiple mobile robotsclude assignment of feasible formations [14], [15], moving into
with applications including tasks such as exploration [lfprmation [16], maintenance of formation shape [17], [18], and
surveillance [2], search and rescue [3], mapping of unknovgwitching between formations [19], [20]. Approaches to mod-
or partially known environments, distributed manipulatioeling and solving these problems have been diverse, ranging
[4], [5], and transportation of large objects [6], [7]. Whilefrom paradigms based on combining reactive behaviors [12],
robot control is considered to be a well-understood problef1] to those based on leader-follower graphs [17], [19] and vir-
area [8], [9], most of the current success stories in multirobpfal structures [22], [23].
coordination do not rely on or build on the results available We are particularly interested in applications ld@operative
in the control theory and dynamical systems literature. This isanipulation where a semirigid formation may be necessary to
because traditional control theory primarily enables the desigansport a grasped object to a prescribed location,caig-
of controllers in a single mode of operation, in which the tasérative mappingwhere the formation may be defined by a set
and the model of the system are fixed [10]. When operating sensor constraints. We consider situations in which there is
in unstructured or dynamic environments with many differemio global positioning system and the main sensing modality is
sources of uncertainty, it is very difficult if not impossible tovision. Our platform of interest is a car-like robot with a single
design controllers that will guarantee performance even inpaysical sensor, an omnidirectional camera.
local sense. In contrast, we know that one can readily desigrOur contributions in this paper are two-fold. First, we de-

velop a control-theoretibottom-up approacto building and
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controllers for formation control. We discuss the assignment of
formations, changes in formations, and stable switching strate-
gies in Section Il using a group of three robots as an example. /
Section IV addresses our sensing and estimation schemes for . by A
formation control. Hardware details and experimental results il- g
lustrating the application of our multirobot coordination frame-
work are in Section V. Finally, in Section VI, we draw conclu-
sions and suggest future work.

(X, ¥, 9)

Il. CONTROL ALGORITHMS

Before describing the individual components of our control
framework, we list several important assumptions concerning
the group of robots and the formation. We assume, as in [17],
the robots are labeled and one of the robots, designaté&d ,as
is the lead (or reference) robot. The lead robot’s motion de-
fines the bulk motion of the group. The motion of individual
members within the formation is then described in reference to
the lead robot. As in [17] and [19], the relationship between a
robot and its neighboring robots is described lepatrol graph
The control graph is an acyclic, directed graph with robots as

nodes,R; as the parent node, and edges directed from nodes X
with smaller integer label values to those with with larger in- ®)
teger values. Each edge denotes a constraint between the robots ()

connected by the edge and a controller that tries to maintain #g 1. Two robots using (a) basic leader-following controller and (b) the
constraint. We present more details on control graphs in the ftgder-obstacle controller.
lowing sections.

In this section, we describe control algorithms that specifyith v;; = 8;; + +:;. By applying input—output feedback lin-
the interactions between each robot and its neighbor(s) or gyization, the control velocities for thelower are given by
envir_onment. The robots are ve_locity—control!ed nonholonomic u; = G (p, — Fiu)) 3)
car-like platforms and have two independent inputs. The control i i i
laws are motivated by ideas from the well-established area‘%lf‘ered IS the offset to an off-aXISieferen.cepomt Pj on the
input-output feedback linearization [10]. This means we c&RPCt @ndp; is an auxiliary control input given by

regulate two outputs. The kinematics of tita robot can be NEAGEYHRN k(2 — z;)

abstracted as a unicycle model (other models can be adapted ! ) (I/ij —ij) W

to this framework) k1 andky, > 0 are the user-selected controller gains. The
i = vicosby, = visinds, 6 = wi 1) closed-loop linearized system is simply given by

.éij =P = k (z,‘L-ij - Zij) 5 ,[31']' = Ww; — wj. (4)

In the following, we prove that under suitable assumptions
on the motion of the lead robot, the closed-loop system is stable.
Since we are using input—output feedback linearization [10], the
output vectorz;; will converge to the desired valugij arbi-

We start with a simple leader-follower configuration (segarily fast. However, a complete stability analysis requires the
Fig. 1) (denotedSB;;C), in which robotR; follows R; with  study of the internal dynamics of the robot, i.e., the relative ori-
a desirecEeparationl;lj and desired reIativBearingq/;;?j. Note entationg;;.
that this relative bearing describes the heading direction of theTheorem 1: Assume that the lead vehicle’s linear velocity
follower with respect to the leader. The two-robot system igong the pathy(t) € SE(2) is lower bounded, i.es; > 0, its
transformed into a new set of coordinates where the state of Bigyular velocity is bounded, i.8lw;]| < Winax, and the initial
leader is treated as an exogenous input. Thus, the kinemaggative heading is bounded away fraar, i.e.,|3i;(0)] < e,
equations are given by for somec; < 1. If the control input (3) is applied t&;, then

— A N N N the system described by (2) is stable and the outpuin (4)
&y = G (zig, Big) wy + Fu (zi3) wi, fig = wi—w; (2) converges exponentially to the desired vadtie

where we letr; = (z;, v;, 6;) € SE(2), andv; andw; are the
linear and angular velocities, respectively.

A. Basic Leader-Following Control

wherez;; = [l;; z/Jij]T is the system outpufy;; = 0; — 6, Proof: Let the system erro¢ = [e; ey e3]T be de-
is the relative orientatiory; = [v; w;]” isthe input forR;, fined as

e w17 is RS
uw; = [v; w;]Tis R;'s input, and e = l;ij —lij, e = z/;;’j — i, es= B (5)

—sinyiy;  d ij invi; ; ; ;
s ZERNG B, ponentially. Then, we need to show that the internal dynamics

]

G - ( cos7ij  dsin %’j) P - (— cosij 0 ) By looking at (4), we have that; ande, converge to zero ex-
= , - .

J ]



DAS et al: A VISION-BASED FORMATION CONTROL FRAMEWORK 815

of R; are stable, which is equivalent to showing that the orien-
tation errores is bounded. Thus, we have

ég = W; — Wy
and, after some algebraic simplification, we obtain
. Vi .
€3 = ] sines + 1 (wi, e1, €2, e3) (6)

where

lij
M = wj (1 — 7] coSs (63 + l/JU)>

1 .
—— (k161 sin (63 + 1/)1']') + kgeglij Ccos (83 + 1/%])) .
. d . L. Fig. 2. Three-robot formation controller.
The nominal system, i.en; (¢, e3) = 0 is given by

. v .
€3 = —snes (7) input—output feedback linearization as above, but replacing the

which is (locally) exponentially stable if the velocity of the leaduxiliary control inputp;, with p,, given by

robotv; > 0 and|les|]] < . Sincew; is bounded, one can ky (I — 1) y

show thatl|n; (¢, e3)|| < ;. Using stability theory of perturbed 2=k, (69 — 5) =k (25 — 2ij)

systems [10] and the conditign;; (0)| < c,, gives [20] (k1, ko, > 0 are controller gains), the closed-loop linearized

lles(Il < o1, VE>1 system is given by
for some finite timet; and positive number; . | 2=y =k (2% — 255) 6, = w;. 9)

Remark 1: The above theorem shows that, under some rea- ) ) . )
sonable assumptions, the two-robot system is stable, i.e., ther§&mark 3: Itis worth noting that feedback input-output lin-
exists a Lyapunov functiol (¢, e) € [0, 00) x D, whereD = earization is possml_e as _Iong dsos(vo; — vij) # 0_, i.e., the
{e € R3||e]| < ¢} ande > 0, such that/ (£, e) < 0. controller is not defined ify,; — Vij = ilmr/_z. This occurs

We can study some particular formations of practical intere¥fhen vectors) P; andO; P; are collinear, which should never
For example, if the leader travels in a straight line, ig = 0,it Nappen in practice.

can be shown that the system is (locally) asymptotically stable, Rémark 4: By using this controller, a follower robot will
i.e.,es — 0ast — oo, provided thaty;, > 0 and|les|| < avoid the nearest obstacle within its field of view while keeping

7. If w; is constantdircular motior), thene; is bounded. It is @ desired distance from the leader. This is a reasonable assump-

well known that an optimal nonholonomic path can be planndi@n for many outdoor environments of practical interest. While
by joining linear and circular trajectory segments. Hence, aHg,ere are o_b\_/lous Iln_nt_atlons to this scheme in maze-like envi-
trajectory generated by such a planner for the leader will ensiif@ments, it is not difficult to characterize the set of obstacles
stable leader-follower dynamics using the above controller. @nd leader trajectories for which this scheme will work.
Remark 2: This result can be extended iorobots in an

inline, convoy-like formation where®; follows R; ; under C- Three-Robot Shape Control

SB,;_1,;C. If each successive leader’s trajectory satisfies the Consider a formation of three nonholonomic robots labeled
assumptions offheorem 1 then the convoy-like system canRi, Ro, and R3 (see Fig. 2). There are several possible ap-
be shown to be stable. We will provide some more insight infgroaches to controlling the formation. For example, one could

stabilizingn robot formations at the end of this section. use two basic lead-follower controllers: eith8B;,C' with
SB13C, or SB1,C with SB-.3C. Another approach that is
B. Leader-Obstacle Control more robust to noise is to use a three-robot formation shape

This controller (denoted D, C) allows the follower to avoid controller (denotedS;3S23C), that has robotz; follow both
obstacles while following a leader with a desired separatioR: and R, with desired separation§, andl4,, respectively,
Thus, the outputs of interest are the separatipand the dis- While R, follows R, with SB;,C. Again, the kinematic
tances between the reference poifif on the follower, and the €quations are given by
closest_ poi_nO on the obj_ect. We define wrtual robot R, as 2 =Gs(z, 01,02, 05)us3 + Fa(2)uy,
shown in Fig. 1 (right), which moves on the obstacle’s boundary. b —w o = w (10)
We defined, as the heading of the virtual robot, which is defined 2T s
locally by the tangent to the obstacle’s boundary. Our previowdierez = [liz  ¢12  liz o3 ]” is the system outpuiss; =
estimation strategies for wall following [24] can be adapted {32 w2 vs w3 ]" is the input vector, and

recover the relative orientation to the closest sensed section of cosviz  dsinyiz 0 0
the object’s boundary. For this case, the kinematic equations are Go — = sll?zm d 6752712 0 0
given by 2= 0 0 cosyy3 dsinvyz
. cos~y;; dsinwy;; —v; COS Y; 5 ; — COS a3 0 cosY23 dsinvyas
Zij = <sin:yyoj' dcoszojj'>uj+< 0 7/1)7 0 =w; —costha 0

(8) sin 1o -1
wherez;; = [l;; 6]T isthe systemoutpuly; = [v; w;]Tis Fay = _C(l)lszq/,m 0 )
the inputforR;, andy,; = 0,—0;,vi; = Bi;+1:;. By applying 0 0
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Once again we use input—output linearization to derive a control
law forus3 which gives us the following closed-loop dynamics:

z= P3; 9.2 = wy, 93 = W3 (11) o

wherep, = k(z¢ — z) is an auxiliary control input an& is the
chosen positive definite controller gain matrix. As before, we 8r
will show that the closed-loop system is stable and the robots
navigate keeping formation.

Theorem 2: Assume that the lead vehicle’s linear velocity
along the patly(t) € SE(2) is lower bounded, i.ey; > 0, its
angular velocity is also bounded, i.@w1|| < Whax, and the 4} Depth = 4 Dopth =2 Depth =0 .
initial relative orientatiorjf; (0) — 6;(0)| < ¢;m with ¢; < 1 UL SR i
andj = 2, 3. If the control inputus3 obtained from the feed-
back linearization is applied tB, andR3, then the formation is I i ERREE ‘
stable and the system outpuin (11) converges exponentially Depth = 1
to the desired valug?®. 0

Proof: By Theorem 1the internal dynamics oR, are
stable, i.e., the orientation errdk (— ) is bounded. As a result
for R3, the relative velocities and orientations®f and R, can
be shown to be bounded under the assumptions of the theorem.
By an analysis similar tdheorem 1the internal dynamics of 1o}
R3 can be shown to be stable (see [20] for details).

Remark 5: In contrast to the previous two-robot formation
controller, this controller allows explicit control of all separa-
tions and minimizes the risk for collisions. Hence, it is preferred
when the separations between robots are small, and when, co-
incidentally, the estimates of distance through vision are better.

Remark 6: Theoremsdnd2 guarantee that all signals in the
closed-loop formation system are bounded and the output error
vanishes exponentially. However, as in any practical system, un-
modeled dynamics and measurement errors will degrade perfor-
mance. The best we can do is guarantee that the output error con-
verges to a neighborhood of the origin. Robust control theory
applied to nonholonomic systems (e.g., [25]) points to a sys- 0
tematic way of approaching this problem analytically. As can
be seen from our experimental results, since velocities of indi- _ _ _
vidualfobots and sensor errors are bounded,the system erfgl; Eheohel ormaton, (@ ASEccontle chane  oreecans
are also bounded. formation shape errors for the control graph (a).

0 2 4 6 8 10 12

(b)

D. Extension to» Robots
controllers depends on the length of the path for flow of control

_ Results similar torheorems Tnd2 are possible for forma- ;tormation (feedforward terms) from the leader to any follower
tions ofn > 3 robots, butthey have to be hand crafted, i.e., thefg ye assigned formation. As this length becomes greater, the
currently are no general results. Instead, we present a discussimhation shape errors have a tendency to grow. This leads to
on propagation of stability bounds and formation shape erma{gimp|e heuristic: when deciding between two formation con-
along the leader-follower chains in a given formation. - trol assignments that are otherwise similar, we prefer the one
, AS We saw efarller in this section, to -guarantef-_\ stability of th&a¢ minimizes the length of leader-follower chains (we prefer
internal dynamics of a robdt;, ;1 foIIow_lng. Ry, usingSBG we S:48;,.C overS B, C or SB,,C whenever possible, see Fig. 3
needvy, > 0 and|wy| < Wi max. ThiS, in turn, means that t5r o example). We revisit the robot formation assignment
vr—1 andwy_; will have to be appropriately constrained, €.9.qhjem in the next section using the notion of control graphs.
k=1 > Vi1min @Nd|wj—1] < Wi_1max. Notice it is not \ye consider two types of scenarios: the control graph is fixed,

enough thay._, > 0, but insteax_y > Vi—1,min Where 54 \yhere the control graph is dynamically adapted to the envi-
Vi—1,min Will depend on the initial formation error, Contm”erronment and the relative robot positions.

gains, and¥;,_1 max. This idea can be applied to anrobot
inline formation. Basically, the smaller the initial formation er-
rors and the smoother the leader’s trajectory, the easier it is to
maintain a formation shape. In Section II, we have shown that under certain assumptions
Thus, the performance associated with a choice of formatiargroup of robots can navigate maintaining a stable formation.
for nonholonomic robots with input—output feedback linearizedowever, in real situations mobile robotic systems are subject

I1l. COORDINATION PROTOCOL
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Mode ¢, Mode ¢, Mode g,
SB,C&SB,,C SB,C&SB,,C SB,C&S 55,,C

Fig. 4. Three control graphs for the three-robot case.

to dynamic sensor, actuator, and communication constraints. We
need a switching paradigm that allows robots to select the most
appropriate controllers (formation) depending on the environ-
ment. We firstillustrate this approach using three nonholonomic
mobile robotsR;, Ro, and Rs. Alopamans

Navigation

A. Choice of Formations: A Switching Strategy Brs

LetU; = {&,4,...,&p.;} be the set of available controllers
for robot R;. We consider the problem of selecting the con-
troller, ¢, ; € U; for robot R;, assuming that the controllers
for robotsRs, Rs, ..., R;j_, have been specified.

First, Ry, the reference robot, follows a given trajectory S
g(t) € SE(2). SinceR, can only follow R; (because of the
numbering constraint of Section II}j; = {SB;2C}. Thus, : 5
R follows R; with SB1>C. The set forkR; now has three con-
trollers: Uy = {531307 SBysC, 5135230}_ Thus, as shown Fig. 5. Choice of controllers fof2;. The plot on the bottom shows the

. . . constraints and equilibrium point in Cartesian- y coordinates.
in Fig. 4, R3 may follow R, or Ry with SB13C or SBy3C, g P v

gcr)nft? 2ﬁgsbfztrht£ 1tharlgg-r}22bovtvmr]oflfezgc()}r{ﬁéze{(? a!(et[t]e}of desired position of;. The key idea is that the three modes in
) group S 27T Fig. 4 share the sangmalpositionz. Thus, i is always driven
Each member of this palette corresponds to a different cont{g the region where it can see and follow bdth andRs. This
gr?fﬁusggsir?1|ﬁ'(ei(r)?1rs]ti;|'nr?edoer.ems £nd2 hold. then each mode intuitive procedure may fail if the switching strategy, is not
P ' I;])roperly defined. Itis well known that a switched system can be

q; With 7 = 1,2, 3 is stable. We need to show that for a give S
switching strategys,, . the switched system is stable, i.e., give unstable even though all individual systems are stable (see [26]

any initial mode;?, a desired mode! is achieved in finite time. and the references therein). For this particular switched system,

Our switching strategy is guided primarily b oursensor(omvye have the following result.
9 gy1sg P y oy Proposition 3: Given the three-robot system depicted in

nidirectional camera) constraints and the presence of obstac,._e;s. 4. if the switching strategy (12) is applied & and all

Fig. 5 depicts the switching boundaries in Cartesian space whe Sdes share the same goal positian € (2, then for any

r2 denotes the maximum range W't.hm which a neighbor rOb(r)Tn%mal mode ¢;(0), the switched system will reacfy in finite
can be detected; < r is a predefined range where a robof. . ; o

. . ime, i.e.,q3 is astableequilibrium mode.
may detect two possible leaders. To be more spedificmay

detectR;, R», neither robot, or both. Notice also that the tri- Proof. Let the system error be defined as

_d _d _

angle inequality;;, + [;, > 1;; should be satisfied. IR; with er =z —hs e =113 —ths, ez =01 — 03
1 =1, 2,3 were collinearsSCwould not be defined, thengBC ey4 :l§3 —ls3, e5= 1/;53 — )23, eg =0y — 03
should be utilized. er Zlilg —lia, eg= 1/)112 — P12, eg =0, — b

The f_ormation control objective is.to driveé; to a regiorts and a Lyapunov function candidate for the desired formafign
where it can detect botf®; and R», i.e., modegs. Thus, the be given by

switching control strategy faks can be summarized as follows:

If (i3 <lo3)&(l2z > 11)&(l13 < 3), Then SB;3C Vie)=Vs+ Vip (13)
If (l13 >la3)&(l13 > r1)&(lag < r2), Then SBysC where
If (13 <r1)&(lag < r1), Then S13523C
If ( &

1 1
Vg:i[e%+ei+e§], %2:§[e$+e§+e§]. (14)
l13 >19)&(lag > 73), Then Autonomous Navigation.

V19 is a Lyapunov function candidate for subsystéi,>C,
(12) i.e., R, follows R using a basic leader-following controller. If
The set of control behaviors that a robot uses when there isthe assumptions ifiheorem Zre satisfied, thel;, < 0. More-
leader within its field of view is called autonomous navigatiorover, if the assumptions itheorem 2re satisfied for subsystem
Since a palette of controllers and a switching strategy afgs;S»3C, thenV3 < 0. SinceSB;»C is common for all modes,
given, we need to verify that the switched system will reaclie only need to considéf; in (14) for studying the stability of
modegqs, regardless of the initial mode. Let, € Q3 be the the switched system.
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A
Autonomous
Navigation i
»
1 » X
12- b
10
8 é 1b 12
E
> 6
4
, _
o -
-2 0 2 4 6 8 10
X (m)
Fig. 6. Choice of controllers foR, in the presence of obstacles (top). In |
simulation, the leader follows a sinusoidal trajectory while followers switch to
avoid obstacle and maintain the desired triangular formation (bottom). i
0110 V
00 1 1
H=
0001 |
0000
Fig. 7. Formation control graph for four robots and associated adjacency s 10 12 14

matrix. (b)

.. . . Fig. 8. (a) Six robots have an initial configuration close to the desired
By definition V3 is a Lyapunov function for modes. We  formation shape (an equilateral triangle with equally spaced robots). (b) The
would like to show that/ is also a Lyapunov function fag; and  initial configuration is quite different from the desired formation shape.

q2. Let us consider formation modg. SB13C makese; — 0
ande; — 0 exponentially a$ — co. But we need to show that
eqs — 0. To accomplish this, let us defifé, = 1/2(e2), then
show thatV; = e4é, < 0 0r (Ig5 — I23)l23 > 0. Since all modes
share the same goal positieg, we have that){, is given by

2 2 2
(U 1y
214,145

Thus,ly3 — zgg ase, — 0. Using the inequality constraint im-
posed by the geometry of the problem, ilé,, < 1%, + 14, itis
easy to show that, = e4é4 < 0. Then,V; is a Lyapunov func-
tion for ¢, (similarly for ¢2). More precisely, (13) is a common
Lyapunov function for the switched system, ajads stable for
any arbitrary fast switching sequence. [ |
Remark 7: It is well known that Lyapunov methods pro-
vide conservative stability regions, since we always consider theFig. 6 depicts the switching boundaries in the presence of ob-
worst case. Simulation results reveal that the desired formatistacles. Herej,, r. denotes a safety region within which an ob-
is achieved even when some of the assumptions discussed Béaele can be detectet), is the desired distance from the robot
are not satisfied, e.g., position and orientatiomRefand R; are to the obstacle, and,, is the angle betweef andlfQ. Let us
randomly initialized. assumeR, follows R; with SB12C, if an obstacle is detected,

Wiy = cos + 9. (15)

bk

Frame 3
(T5 'Ry

Uz,

Fig. 9. Three-dimensional geometry for agent localization.
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o Op® WP
(a) (b) (c)

Fig. 10. Triangular to pair-wise localization switch resulting from team geometry (a)—(b) or occlusions in the environment (c).

then R, switches toSDoC. Once the obstacle has been suc-
cessfully negotiatedR, switches back t& B;2C according to
the following switching rules:

If ((5 <(Ssafe)&(/810 < W)&(llg < 7‘2), Then SDoC
If (l12 >’I”2)&(6 < 5safe), Then SB12C
If (l12 >7r9)&(6 > bsate), Then Autonomous Navigation.

We now illustrate the application of these concepts to a sim-
ulation of three nonholonomic robots with one obstacle [Fig. 6
(bottom)]. RobotR; is the lead robot and the desired shape is
an equilateral triangle. The formation shape is achieved and the
robots successfully negotiate the obstacle. During the course of
the motion, robotR, switches modes to successfully navigate
the obstacle, while roba®; switches modes based on its loca-
tion with respect to the lead robag; .

B. Formation Control Graphs

Whenn > 3, we can construct more complex formations by
using the same set of controllers and similar switching strate-
gies. However, we need a representation of aobot formation
which scales easily with. and allows decentralized decision
making. At the coordination level, for am robot formation to
maintain a desired shape, we need to model the choice of con-
trollers between the individual robots as they move in a given
environment. We use directed graphs to accomplish this [17].

We model the group of autonomous mobile robots as a tuple
F = (g,r,H) whereg(t) € SE(2) (or, e.g.,SE(3), see [27])
is the reference trajectory of the lead rohots a set of shape
vectors describing the relative positions of each vehicle with réig. 11. (top) Clodbuster team used for experiments. (bottom) Typical view
spect to the reference formation frafel }, andH is a contro| rom the omnidirectional camera.
graph where nodes represent robots and edges represent rela-
tions between nodes (see details below and in [17]). Withdetaders. Note thaH can be written as an upper triangular
loss of generality, the formation reference frafilg } is fixed matrix for any directed acyclic graph (with possible reordering
to the lead robot; however, it is not a requirement in our methaoaf. vertices).

Sometimes it is necessary to add virtual robots to the group toFor a formation of: robots, we can consider a triangulation
represent either moving targets, or trajectories that are alcaggproach and Fig. 5 can be used to assign control graphs for
such features as walls, lanes, or obstacles. labeled robots. For robaks, we use Fig. 5. Fok > 3, we

The control graphs describing the formation are designedlect the two nearest neighbéis;} fromthe se{1,2,...,i—
from the basic controllers described in the previous sectioh}, and select controllers based n and/;;. Fig. 8 shows
In Fig. 7, for example, the formation of a group of four robotévo example simulations of teams of six robots converging to
involves one leader following controlleRf, following R,) and the desired shape while following the desired trajectory. The
two formation shape controller£g following R; andR,, and robots apply the above technique to reassign the control graph at
R, following R, and R3). We call such a directed grapti, every timestep while relying on the cooperative localization to
with n nodes representing robots and edges describing theeparameterize the shape setpoints for the controllers. The final
control policy between the connected robots, a control graggssignment{ is different in the two cases even though the same
Fig. 7 shows a directed graph represented by its adjacem®sired formation shape is achieved.
matrix H (see [19] for definition). Note the control flow from  An obvious concern regarding stability of the formation arises
leaderi to follower j. If a columnj has a nonzero entry in when we switch between control graphs and shape vectors to
row 7, then robotj is following 7. A robot can have up to two achieve and maintain a desired physical shape. In Section IlI-A,
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wherea;; = f;; + 6; — 0;, w(t) is the process noise, =
[v; wj]T isthe input vector, and we assumyex 0, 1; ~ 0.
The system output with sensor noise is given by

Initial

| o 2(t) = h(@) +n(t) = [pi; B]"- (19)
al : . ; Ly ————— Thediscrete system becomes
z(k+1) = F(z(k), u(k)) + w(k), w(k) ~ N(0,Q(k))
Fig. 12. Sample ground-truth data for trajectories for a triangular formation. (20)

whereF(z(k),u(k)) is the nonlinear state transition function.
itwas shown that under some assumptions on the sensor and wid:) is a noise source assumed to be zero-mean Gaussian with
tion constraints, the system had a common quadratic LyapurfswarianceQ(k). We use a sampling interval &7" ~ 50 ms.
function [26] and a stable equilibrium point. While a proof simThe discrete (observation) output is given by
ilar to the one for three robots can be pursued forithebot Z(k) = h(z(k))+n(k), nk)~ N(,R(k)). (21)

assignment problem, finding a common Lyapunov function aRghe covarianceR(k) is experimentally determined. We use a
working through the calculations becomes tedious and does gpindard extended Kalman filter-based estimation algorithm

provide insight into the problem. (see, e.g., [31]) to estimatgk + 1|k + 1) and its covariance
P(k + 1|k + 1), givenz(k|k) and P(k|k) at time k and the
IV. SENSING AND ESTIMATION current observatiod (k + 1).

The sole physical sensor used by the robots in our experi-The decentralized state observer provides the follower with
ments is the onboard catadioptric camera system [28]. From fHcessary information about the velocity of the leader for feed-
omnidirectional imagery acquired by these cameras, we hdggvard control, in addition to the relative position and orienta-
developed several logical sensors—an obstacle detector, a §6R- This eliminates the need for explicit communication.
lision detector, a decentralized state observer, and a centralized ) )
state observer (see [29]). One of the primary advantages of cata-Centralized State Observation
dioptric camera systems for this application is that they afford aApproaches to the multirobot localization problem involve
single effective point of projection. This means that after an apstimating pose with respect to each other, the environment, or
propriate calibration, every point in the omnidirectional imaggome combination thereof [1], [32], [33]. Our centralized ob-
can be associated with a unique ray through the focal pointssfrver adopts the former approach, relying upon information
the camera. As a result, each robot can compute reliable estiaring between robots to solve for the team pose (position and
mates of the direction vectors to its teammates. These directiomigntation) in closed form. The resulting estimate is more ro-
provide the basis for both centralized and decentralized stétést than that obtained in the decentralized case, since the state

observation. is fully observable with each observation; the need to estimate
. _ the velocity for state prediction is eliminated. However, this
A. Decentralized State Observation comes at the cost of communication. In our implementation, the

The controllers described in Section Il require reliable esgentralized observer uses two methods for estimating the team
mates of the leader robot'®(’s) linear velocityy; and angular Pose: triangulation-based and pair-wise localization.
velocity w; by the follower robotR?; and their relative orienta- ~ Using the triangulation-based method, a team of three (or
tion (9; — ;). Our algorithm estimates these quantities usingore) robots is capable of localizing in three-dimensional (3-D)
an extended Kalman filter [30] based on the rapgeand the space when each can measure the direction vectors to the other
bearing;; of the observed leadd?; measured using the om-team members. In Fig. 9, the unit vectars € R” denote the
nidirectional camera. The velocity of the observed vehicle #irection between robatand robot; expressed in the coordi-
treated as part of the state. In addition, the filter requires a sengate frame of robat Let’7; € IR® and’R; € SO(3) represent,
model and the relative kinematics [see (1)] of the led@leand respectively, the translation and rotation of ropetith respect
follower R;. to the frame of reference of robaitThese direction vectors are

The image processing algorithms provide two observationgerived from the images using the procedure described above.

) 5 5 Without loss of generality, we can choose the reference frame
ij =\ i =& L] of robot 1 as our base frame and recover the positions and ori-
i =/ o = 23)” + (i~ ) f robot 1 base f d the posit d
e . . .
Bij =5+ atan?2 (y; — yj, xi — x;) — 0. (16) entations of the other robots with respect to this frame.

. In each frame, the internal angle (see Fig. 9) can be deter-
Next, we differentiate (16) to obtaji; andg;;. Using the kine- mined by a scalar product, e.gi; = cos™! (i1 - fig3). With
matic (1), our extended state vector then becomes this angle information, the translation between the frames can
z =f(z,u,w) (17) readily be determined up to a scale factor by applying the sine
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Fig. 13. Follower separation distances: ground-truth versus centralized observer estimates for f@llo@epd andR?; (bottom).

Esti d lin locity (lead ; ; . .
0s stimated Thear veloclty (eaden vectors/ T; and?T; should have equal magnitude, but opposite

h f\ direction when transformed to the same frame. We note a sim-
04 A "‘\/W\/\/( A AN\MWJ‘VJ ilar relationship between the vectofd{ — 7'13) and*1}. From
f’b these, we obtain the following pairs of equations:

s ,r/M 1T ='Ry*T, Ty - 1Ty = 'Ry2T
)’ S =URPT, V- T =R (22)
0.2
With all translation vectors known to a scale factor, the problem
of solving for each rotation matrix reduces to the form

0.05 Ra; = b; 1 € [1, 2]. (23)
% 20 40 0 @0 100 120 140 160 180 This can be rephrased as the following optimization problem:

Time (s) . 2
Ra; — b;||”. 24
Relggl(g)ZII ai — bl (24)

0.45

0.15

i
Estimated angular velocity (leader) The rotation matrix which minimizes this expression can be
computed in closed form as follows [34]

R=(M"M) P M7 (25)

4 NLMWW\JAV whereM = 3. a;b!.

03 Again, recall that this solution has so far only required rela-
(rad/s) tive bearing information, but yields the pose of the team only to

o a scale factor. However, in our experiments the robots were con-

strained to operations ifiF(2). We exploit this and the known
robot geometry so that any robot could gauge the distance to its
teammates based on the radial image distance. As a result, we
20 40 60 8 100 120 40 160 10 have a means by which each robot can provide two estimates
Time () of the scale (one for each of its visible partners). We use the re-
Fig.14. Leader velocity estimation by the follower. Results are consistentwﬁ:’i’rmdant estimates from all three to obtain the overall scale factor
the actual linear and angular velocities for the leader doing a constant cirelad the relative pose of the team.
(0.4 m/s and circle radius 1.05 m). This solution offers an improvement over methods presented
previously, in that we obtain the relative orientation of the robot
rule to the shaded triangle in Fig. 9. Position vectors relative team solely from angular measurements, and eliminate the need
other frames can also be obtained to within a scale factor foy additional sensors required to measure orientation in pre-
using the corresponding unit vectors. vious implementations [32]. However, it does not eliminate the
We thus only require the relative orientations of the framesngularity associated with linear formations. Additionally, it
and the scale factor to complete the localization procedure. fEmuires that all three robots maintain line of sight. This is a
determine the relative orientation of the frames, we note that thigingent requirement that does not hold in an obstacle-clut-

0.1
0
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Fig. 15. Follower separation and relative bearing for a feedforward controller.
Notice the jump at ~ 65 s as we manually restrained the follower for 5 s. The
controller recovers within a few seconds.

tered environment. However, we note though that when the pose
problem is reduced to 2-D space, relative localization can be ac- Ll ‘
complished by a pair of robots. Using this fact, our implemen- 25 -8
tation dynamically switches between triangulation-based and

pair-wise localization estimation, based on team geometry afrigl 16.  Ground plane data for formation switching, two runs. The line change
the external environment. from solid to dotted corresponds to the initiation of the switch.

Consider the case of a triangular formation approaching a
narrow passage through obstacles shown in Fig. 10. A forma-
tion switch is ordered to allow the team to proceed through o™ S
the passage [Fig. 10(a)]. As the robots approach a linear for-
mation, there comes a point where the improved accuracy af-
forded by exploiting the triangle constraint is compromised by
operating in proximity to its singularity. At this point, the cen-
tralized observer automatically switches to pair-wise localiza-
tion mode [Fig. 10(b)]. RoboR, exchanges information with
the team leaderH;) to localize relative to the leader’s frame.
R3 performs a similar exchange wifk, and, as a result, deter-
mines its pose relative t&;. While this mode switch resulted
from the formation geometry, it can also be directly triggered
by the environment. This is shown in Fig. 10(c), where the line
of sight between two robots is occluded by an obstacle. This oc-
clusion can be detected from a global visibility matrix, resultin
in a pair-wise localization switch.

The pair-wise method serves as the secondary localization
mode for the centralized observer. In most formation geomie-the triangulation-based mode. Mean range errors were typi-
tries, the constraint obtained by determining the relative formeally 3%—5%, compared with 10% for the pair-wise case.
tion scale—along with the redundant range measurements folhe advantages resulting from this internal switching are
estimating the absolute scale—result in improved performanweofold. It allows the centralized observer to robustly estimate

25

cFJig. 17. Triangular to inline formation switch to avoid obstacles.
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Fig. 18. Ground truth versus centralized observer estimates corresponding to the experiment in Fig. 16.

the team state regardless of formation geometry. Additionally,
it allows the team to react to an obstacle-cluttered environment
with only a slight degradation in accuracy.

V. EXPERIMENTS

A. Hardware Platform

The cooperative control framework was implemented on
the GRASP Lab’s Clodbuster (CB) robots (see Fig. 11). The
CB platform is based on the Tamiya CB radio-controlled scale
model truck. Video signals from the omnidirectional camera
camera are sent to a remote computer via a wireless 2.4-GHz
video transmitter. Velocity and heading control signals are
sent from the host computer to the vehicles as necessary. This
reduces the cost and size of the platform.

Fig. 19. Distributed manipulation demonstration.
B. Formation Control

Initial experiments in formation control were used to valleaving periods of time where no localization was possible.
idate the dynamic state estimator and corresponding contfd$0 worth noting is that the actual separation distance of the
approach. As a result, we first examined stable formation@bots is always greater than desired. This is due to the pure
following trajectories of straight lines and circular arcs. Videteedback controller used with the centralized observer.
data from these trials were recorded using a calibrated overheaddditional experiments with the decentralized observer,
camera to provide ground-truth position data of the formatiowhich includes velocity estimates, were also conducted. Shown
Data from two trials are shown in Fig. 12. in Figs. 14 and 15, the lead robot executes a circle while the

We next compared the state observer estimates with fleower attempts to maintain 0.6-m separation and a relative
ground-truth position data. As an example, in the trial on theearing of 180. The controller response is significantly im-
left side of Fig. 12, the desired formation was an isoscelesoved as a result of the feedforward terms from the estimator.
triangle where both followers maintained a distance of 1.0 ke also examined the robustness of the estimator by manually
from the leader. Fig. 13 contrasts the measured leader-followestraining the follower at ~ 65 s. As can be seen from the
separation distances with those calculated by the centralizgdts, the system recovered quickly.
state observer. Results are for the most part satisfactory, withThese results suggest that both observers provide sufficiently
mean separation errors of 3.2% and 5.5% for the two followegood state estimates. However, despite the superior estimator
Discontinuities in state observer estimates are due to corruppsaformance, the control response for the centralized case is
image data resulting from the remote video transmissiocompromised by the lack of a feedforward component. We are
Typical image corruption rates were 15%—-20% for each robatjrrently integrating a velocity estimator to address this.
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a simple reactive obstacle avoider [24] on the leader, while

allowing the team to choose between either an isosceles triangle

or inline convoy formation. In the presence of obstacles, the[l] D, Fox W. Buraard. H. K 4S. Thrun. “A probabilisti h
. . " . . . Fox, W. Burgard, H. Kruppa, and S. Thrun, “A probabilistic approac
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. . . - robotic vehicles,” presented at the SPIE, vol. 4364, Aerosense, Orlando,
state observer is also shown in Fig. 18. Approximately 3 s FL, Apr. 2001.
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a formation switch (triangle to inline). The observer mode rescue with a team of mobile robots,”ftoc. IEEE Int. Conf. Advanced

. . - . . . Robotics 1997, pp. 193-200.
switches internally from triangular to pair-wise depending on [4] D. Rus, B. Donald, and J. Jennings, “Moving furniture with teams of

the geometry of the formation. autonomous robots,” iRroc. IEEE/RSJ Int. Conf. Intelligent Robots and
SystemgsPittsburgh, PA, Aug. 1995, pp. 235-242.
; ; : [5] M. Mataric, M. Nilsson, and K. Simsarian, “Cooperative multi-robot box
D. Coordinated Manlpulatlon pushing,” inProc. IEEE/RSJ Int. Conf. Intelligent Robots and Systems

The ability to maintain a prescribed formation allows the _ Pittsburgh, PA, Aug. 1995, pp. 556-561.

“ " i . . . . ] D. Stilwell and J. Bay, “Toward the development of a material trans-
robots to “trap” objects in their midst and to flow the formation, port system using swarms of ant-like robots, Rroc. IEEE Int. Conf.

guaranteeing that the object is transported to the desired posi- Robotics and Automatiortianta, GA, May 1993, pp. 766-771.
tion. With this in mind, we proceeded to apply this technique [7] T. Sugar and V. Kumar, “Control and coordination of multiple mobile

. . . . robots in manipulation and material handling tasks, Eixperimental
to a manipulation application. Experiments were conducted Robotics VI: Lecture Notes in Control and Information Sciendes

using a box as the object to be manipulated. In Fig. 19, the  Corke and J. Trevelyan, Eds. New York: Springer-Verlag, 2000, vol.
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geometry, the box is kept in contact with all three robots during [9] R.Murray, Z. Li, and S. Sastrn Mathematical Introduction to Robotic

the f ti fl S | hots f | Manipulation Boca Raton, FL: CRC, 1994.
€ formaton flow. several snapshots irom a sampie run arE‘LO] J.-J. E. Slotine and W. LiApplied Nonlinear Control Englewood

shown in Fig. 19. Despite the control strategy not accounting ~ Cliffs, NJ: Prentice-Hall, 1991.
for changes in the object pose, the formation was typicallyit1] R. Brooks, “Arobust layered control system for a mobile robt&EE

fulin i ioulati K h d . . J. Robot. Automatvol. RA-2, pp. 14-23, Feb. 1986.
successiul in its manipulation task over the teste traJECtO”e?IZ] T. Balch and R. Arkin, “Behavior-based formation control for muilti-

These experiments, while not an exhaustive investigation  robotic teams,1EEE Trans. Robot. Automatol. 14, pp. 926-934, Dec.

of distributed manipulation, demonstrate the potential for a__ 1998 . o _
ision-b d formation control application [13] L. E. Parker, “Current state of the art in distributed autonomous mobile

vision-base pp : robotics,” inDistributed Autonomous Robotic SysteinsE. Parker, G.

Bekey, and J. Barhen, Eds. Tokyo, Japan: Springer-Verlag, 2000, vol.

4, pp. 3-12.
V1. ConcLUSION [14] P.Tabuada, G. Pappas, and P. Lima, “Feasible formations of multi-agent

In this paper, we propose a framework for the development systems,” inProc. American Control ConfArlington, VA, June 2001,

of intelligent multirobot systems by composing simple sensin pp. 56-61. i ; ; i
g Yy y p g p 9[15] T. Balch, “Social potentials for scalable multi-robot formations,” in

estimation, control, and coordination blocks in a bottom-up  Proc. IEEE Int. Conf. Robot. Automaf\pr. 2000, pp. 73-80.
approach. The main contributions are a suite of control an&_G] HYamagUChland T. Arai, “Distributed and autonomous control method

. . . . o for generating shape of multiple mobile robot group,Piroc. IEEE Int.
estimation algorithms, and a paradigm for switching that allows ¢ Intelligent Robots and Systersl. 2, 1994, pp. 800—807.

a group of robots to maintain a prescribed formation (shape and?] J. P. Desai, J. P. Ostrowski, and V. Kumar, “Modeling and control of for-

size) while following a planned trajectory. The switching para- mations of nonholonomic mobile robot$EEE Trans. Robot. Automat.
. L vol. 17, pp. 905-908, Dec. 2001.
d'Qm also allows the robots to change formation in the presenCﬁS] F. E. Schneider, D. Wildermuth, and H.-L. Wolf, “Motion coordina-

of obstacles. A distinguishing feature of our work is the fact tion in formations of multiple mobile robots using a potential field ap-

that each robot relies only on a single omnidirectional camera  Proach,” inDistributed Autonomous Robotic SysteisE. Parker, G.
. . Bekey, and J. Barhen, Eds. Tokyo, Japan: Springer-Verlag, 2000, vol.
for sensory information. We have demonstrated our framework 4 ",,"305_314.

in cooperative tasks like exploration and manipulation. Becausgg] J. Desai, V. Kumar, and J. P. Ostrowski, “Control of changes in formation
our controllers and estimators can be decentralized and the for a team of mobile robots,” iroc. IEEE Int. Conf. Robotics and
f K all th lecti f the best troll Automation Detroit, MI, May 1999, pp. 1556-1561.
ramework allows the selection of the best controller and,q R Fierro, P. Song, A. K. Das, and V. Kumar, “Cooperative control of
estimator in a given situation, our framework can potentially  robot formations,” inCooperative Control and OptimizatioiR. Mur-
scale to groups of tens and hundreds of robots. Analyzing the Eﬁeg a;g I;SPaggalos, Eds. Dordrecht, The Netherlands: Kluwer, 2002,
effect of 'commu.nlcatlon anStramtsjv dECIdlng the optlmal!ty[m] R. Bﬁrridge, A. Rizzi, and D. Koditschek, “Sequential composition of
of formation choices for a given environment, sensor planning  dynamically dexterous robot behaviorst. J. Robot. Resvol. 18, no.
for cooperative active vision, and implementing multirobot __ 6. pp. 534-555, June 1999. - _ -

. . . 622] K. H. Tan and M. A. Lewis, “Virtual structures for high precision coop-
coordination tasks with a larger number of robots are als erative mobile robot control Auton. Robotsvol. 4, pp. 387403, Oct.

important directions for our future work. 1997.
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