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Abstract

Related objects may look similar at low-resolutions;
differences begin to emerge naturally as the resolution
is increased. By learning across multiple resolutions of
input, knowledge can be transfered between related ob-
jects. My dissertation develops this idea and applies it
to the problem of multitask transfer learning.

Thesis Overview
Consider a child learning about farm animals. A common
early mistake for children is confusing cows with horses,
dogs with cats, and so forth. There are many similarities be-
tween these animals from a general perspective, enough so
that a lot of knowledge learned about one animal can trans-
fer to other similar animals (cows and horses both have four
legs, are large, eat grass). At more detailed perspectives,
we begin to notice significant differences between these an-
imals that requires learning about each animal individually
(horses have manes, cows have udders). The relationship be-
tween objects emerges naturally from viewing those objects
at varying resolutions of detail.

Inspired by this idea, my dissertation research will focus
on learning across multiple resolutionsspecifically for the
purpose ofknowledge transfer. I will apply this technique
to the problem of knowledge transfer inmultitask learning.

Multitask learning seeks to facilitate the learning of some
tasktn by using information gained by first learningrelated
taskst1 . . . tn−1. It has a primary goal of learning tasktn
either more rapidly or to a higher competence after learning
the related tasks, as compared to learning tasktn in isola-
tion. Multitask learning also has a secondary goal of creat-
ing chunksof general knowledge that apply to related tasks.

I claim that by exploiting the similarities between objects
inherent at lower levels of detail, multi-resolution learning
will facilitate transfer in multitask scenarios. The primary
contributions of my dissertation will be: a general frame-
work and various techniques for multi-resolution learning—
specifically, a tree-based multi-resolution classifier and a
multi-resolution extension to support vector machines; and
the application of this framework to multitask transfer learn-
ing problems.
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Proposed Approach and Justification
Learning at multiple resolutions has already been shown to
significantly improve generalization, but only in one limited
case by Liang and Page (1997) for predicting time series
with neural networks trained on only three different reso-
lution inputs. The framework of multi-resolution learning
has not been applied to other machine learning techniques,
which will be a major contribution of my dissertation.

Research has also already shown the success of examin-
ing objects at multiple resolutions to detect the similarities
and differences between them (e.g. (Lowe 2004)). Low reso-
lution representations obscure the details of objects, and the
similarities in the high-level structure emerge naturally.

Because low-resolution representations are simple, they
are easier to learn, although thevalueof what can be learned
from low-resolution representations is limited. Higher reso-
lutions add complexity and the value of what can be learned
is higher, but learning is much more difficult.

Learning at the lower levels of resolution may provide
only a limited amount of knowledge, but the knowledge
will often transfer to all similar objects on a multitask prob-
lem. This low-resolution knowledge will facilitate learning
at higher levels of resolution for related objects, since it pro-
vides a foundation for future learning. It also can be consid-
ered a chunk of general knowledge applicable to a class of
objects, thereby serving both goals of multitask learning.

One proposed approach to multi-resolution learning will
use an ensemble of classifiers, where ensemble members
would focus on different resolutions. Such an ensemble
classifier would be embedded in a decision tree, which will
use increasingly higher resolutions of an object to deter-
mine the branches of the tree to follow. Learning with a
tree-based multi-resolution classifier would use ideas from
boosting, in that it would refine higher resolution classifiers
based on the mistakes made by the lower levels. This would
focus the higher resolution classifiers on thedifferencesbe-
tween objects related at lower levels, refining the chunks of
knowledge learned at the lower levels based on the new in-
formation available at higher resolutions. Classifying a sin-
gle object would involve looking at multiple resolutions of
the object and combining the predictions from the various
ensemble members at those levels.

Another approach will integrate multi-resolution learning
into support vector machines (SVMs) with the development



of a multiple-resolution kernel. This kernel would represent
an object at multiple resolutions and allow learning at each
level simultaneously, using a hierarchical SVM. Like the en-
semble method described above, this method would focus on
the differences between the resolutions.

My dissertation advocates multi-resolution learning as a
paradigm, and will provide multiple methods for implement-
ing it, instead of focusing on one type of classifier. This
framework of learning general-to-specific representations
is related to existing case-based learning literature (Leake
1996), and also has foundations in the psychology literature
(e.g. Piaget’s theory of assimilation/accomodation).

Note that the “multi-resolution learning” described here
is very different from the “multiresolution instance-based
learning” described by Deng and Moore (1995), which uses
a multi-resolution data structure to group fixed-resolution in-
put for efficient lookup.

Plan of Research
The first major step is to identify scalable representations
and methods for scaling standard fixed-scale representa-
tions. I have identified several candidates for scalable repre-
sentations: standard wavelet decomposition, Mallat’s (1989)
tree-based wavelet representation, and a difference-of-
Gaussians representation (Lowe 2004). There are several
promising methods for reducing the resolution of a fixed-
scale representation, including multiple applications of a
low-pass filter and standard feature selection methods.

I am currently beginning the second phase of this plan,
which is to integrate the multi-resolution approach with
standard machine learning classifiers. My focus is on de-
veloping online versions of the multi-resolution classifiers
to allow for continuous learning, since the multitask prob-
lems will be online and continuous.

The final phase will be to use the developed multi-
resolution learning methods in multitask learning scenar-
ios. I plan to extend established multitask learning frame-
works, such as those developed by Thrun (1995) and Mau-
rer (2006). This phase will address several open questions—
most importantly, whether we need to explicitly order the
learning tasks to achieve knowledge transfer. Using a spe-
cific task ordering to “teach” is a common approach to
multitask learning, building new tasks on top of previously
learned tasks. However, multi-resolution learning is de-
signed to automatically abstract away detail from each train-
ing example and relate the example to others at lower reso-
lutions, so the relation to previously learned knowledge will
be automatic, if the technique works as anticipated.

Evaluation Methodology
I will evaluate the multi-resolution classifiers against state-
of-the-art classifiers on a variety of image recognition tasks,
including single-object recognition on a plain background at
a variety of orientations, and object recognition from satel-
lite imagery. The satellite imagery will present a real-world
environment where the images are naturally at varying reso-
lutions. I will use discrete and continuous versions of these
tasks, where the continuous version will use streams of con-
tiguous images for training. I will also evaluate the multi-

resolution classifiers on standard high-dimensional data sets,
such as protein data sets.

The evaluation on multitask environments will compare
the multi-resolution learning against learningtn in isolation
on the object recognition tasks described above. The other
objective of multitask learning is to learngeneral knowledge
applicable to a class of objects. I will evaluate this gen-
eral knowledge base by evaluating the multitask learning on
abstracted images of objects, such as cartoon depictions or
children’s illustrations. Multi-resolution learning will also
be compared against existing methods for multitask learn-
ing, including those by Thrun (1995) and Caruana (1997).

Other Implications
High-resolution data is expensive to obtain, compared to
low-resolution data (e.g. satellite photos). Through knowl-
edge transfer between related tasks, multi-resolution classi-
fiers can reduce the overall amount of high-resolution train-
ing data needed to obtain competency. Active learning ex-
tensions of this work could focus on obtaining costly high-
resolution data only for tasks that cannot be generalized
from existing training data.

By examining the similarities revealed by learning across
multiple resolutions, a natural hierarchy of related objects
may emerge from applying this technique to a multitask
problem. This relationship hierarchy could be used to pro-
vide explanations forwhy an object has a particular set of
properties through analogy with related objects or an ab-
stract representation of the object’s class (such as an illus-
tration of the object).
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