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Abstract

This study presents an evaluation of WordNet-based seman-
tic similarity and relatedness measures in tasks focused on
concept similarity. Assuming similarity as distinct from re-
latedness, the goal is to fill a gap within the current body
of work in the evaluation of similarity and relatedness mea-
sures. Past studies have either focused entirely on relatedness
or only evaluated judgments over words rather than concepts.
In this study, first, concept similarity measures are evaluated
over human judgments by using existing sets of word sim-
ilarity pairs that we annotated with word senses. Next, an
application-oriented study is presented by integrating similar-
ity and relatedness measures into an algorithm which relies
on concept similarity. Interestingly, the results find metrics
categorized as measuring relatedness to be strongest in cor-
relation with human judgments of concept similarity, though
the difference in correlation is small. On the other hand, an
information content metric, categorized as measuring similar-
ity, is notably strongest according to the application-oriented
evaluation.

Introduction
Semantic similarity and relatedness has a substantial history
in computational linguistics signifying its importance to the
field. However, an extensive evaluation of similarity and re-
latedness measures for the task of concept similarity has yet
to be carried out. Such an evaluation could benefit appli-
cations of measures such as word sense disambiguation or
query expansion for information retrieval. This study seeks
to address this gap in the current body of work by providing
results on the performance of various WordNet-based mea-
sures for tasks utilizing similarity judgments among con-
cepts (word senses).

Two distinctions are important within this study: that be-
tween words and concepts, and that between between re-
latedness and similarity. Although many measures are de-
signed for comparison of concepts (word senses), past com-
parisons of similarity and relatedness measures with human
judgments have looked into similarity between words them-
selves, leaving some ambiguity. For example, while one
would likely agree that ‘bat’ as in “a club used for hitting a
ball” is similar to ‘stick’, one would be hard-pressed to agree
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that ‘bat’ as in “nocturnal mouselike mammal with fore-
limbs modified to form membranous wings” is also similar
to ‘stick’ (definitions from WordNet (Miller et al. 1993)).
On the other hand, while application-oriented studies have
applied measures to concepts we have yet to see an evalua-
tion utilizing an application calling for similarity judgments.
This paper views similarity as a specific type of relatedness
characterized by the relationships: synonymy, antonymy,
and hyponymy. As an example, we would say a ‘wooden
stick’ is similar and related to a ‘baseball bat’, while a
‘baseball player’ is only related to a ‘baseball bat’. Al-
though this similarity distinction has been noted previously
(Resnik 1999; Patwardhan, Banerjee, and Pedersen 2003;
Agirre et al. 2009), we believe this paper presents the first
evaluation of measures for tasks of concept similarity.

After a brief review of similarity and relatedness mea-
sures, we present a summary of past evaluations. Our ap-
proach to evaluate measures is broken into two types of
experiments. One type of experiment is based on existing
human judgments of similarity which we annotated with
senses. As a secondary contribution of this paper, we will
make the sense annotated datasets available upon publica-
tion. The other experiment is application-oriented, integrat-
ing measures within a word sense disambiguation (WSD) al-
gorithm that requires similarity judgments among concepts.
Finally, the results are presented to demonstrate the effec-
tiveness of each measure for tasks of concept similarity.

Similarity and Relatedness Measures
Our evaluation includes measures which are available and
take input as concepts defined in WordNet(Miller et al.
1993). The measures are categorized based on types of re-
lationships considered within the approach.
similarity measures: those not utilizing relatinoships be-

yond synonymy, antonymy, and hyponymy.
relatedness measures: those utilizing any relationships, but

which may still give a good judgment of similarity.
The measures we included under similarity either rely en-
tirely on the hyponymic paths in WordNet (Wu and Palmer
1994; Leacock, Chodorow, and Miller 1998; Schwartz and
Gomez 2008), or rely additionally on the notion of infor-
mation content: the negative log likelihood of a concept oc-
curring (Resnik 1999; Jiang and Conrath 1997; Lin 1998).



Methods we included under relatedness rely on paths within
WordNet including relationships outside the scope of simi-
larity (Hirst and St Onge 1998; Yang and Powers 2006), or
with a strong emphasis on glosses (Banerjee and Pedersen
2002; Patwardhan and Pedersen 2006). Table 1 lists all of
the metrics used in our evaluation. All implementations were
either downloaded from the respective authors or provided
by the WordNet::Similarity package (Pedersen, Patwardhan,
and Michelizzi 2004). Note that the notion of similarity in
this work is applied over two single concepts; Other works
have applied similarity over different terms, such as com-
paring two pairs of words when measuring analogy (Turney
2006).

Similarity - Path Based
SWuPalmer (Wu and Palmer 1994)

SLeacockChodorow (Leacock, Chodorow, and Miller 1998)
SSchwartzGomez (Schwartz and Gomez 2008)

Similarity - Information Content
SResnik (Resnik 1999)

SJiangConrath (Jiang and Conrath 1997)
SLin (Lin 1998)

Relatedness - Path Based
RHirstStOnge (Hirst and St Onge 1998)
RY angPowers (Yang and Powers 2006)

Relatedness - Gloss Based
RBanerjeePedersen (Banerjee and Pedersen 2002)

RPartwardhanPedersen (Patwardhan and Pedersen 2006)

Table 1: Categorized identifiers used for each metric.

Related Work
Several works have formulated experiments to compare the
performance of similarity and relatedness measures in a
variety of situations. Some evaluations, such as (Resnik
1999; Agirre and Soroa 2009), were based on manually
crafted similarity data for words (Miller and Charles 1991;
Rubenstein and Goodenough 1965) rather than concepts. Al-
though the studies based on hand crafted data often found
information-content measures outperform path-based mea-
sures (Resnik 1999; Agirre and Soroa 2009), our work fo-
cuses on concepts rather than words. In fact, we annotate
the datasets of words used by others with senses.

One of the first comprehensive evaluations of Word-
Net semantic similarity and relatedness measures involved
an application to a spell correction algorithm (Budanit-
sky and Hirst 2001; 2006). For a potential misspelling or
malapropism (an incorrect spelling of a word that results
in the correct spelling of another word), the algorithm de-
termined if any of the senses are related to other words in
context. When a word does not have any senses related to
nearby words, the system determines if any senses of sim-
ilarly spelled words are related to the other words in con-
text. Budanitsky and Hirst (2006) write, “For example, if no
nearby word in a text is related to diary but one or more are
related to dairy, we suggest to the user that it is the latter
that was intended.” Their evaluation was run over the fol-
lowing metrics: SJiangConrath, SLeacockChodorow, SResnik,

SLin, RHirstStOnge . Overall they found that SJiangConrath

showed significant improvement over the other measures
(Budanitsky and Hirst 2006).

Patwardhan, Banerjee, and Pedersen (2003) devel-
oped a Lesk (1986) style WSD algorithm for nouns
in which senses of the target word are compared
to senses of the first three nouns on the left and
right of the target word. It was previously shown that
RBanerjeePedersen performed twice as well as the Lesk
algorithm itself on Senseval-2 noun data (Banerjee and
Pedersen 2002). In (Patwardhan, Banerjee, and Peder-
sen 2003), the authors focused on the following mea-
sures: SLeacockChodorow, SResnik, SLin, SJiangConrath,
RHirstStOnge, RBanerjeePedersen. The RBanerjeePedersen

measure performed best on the Senseval-2 set of 29 nouns,
followed closely by SJiangConrath. Additionally, with the
exception of SResnik, information content measures out-
performed the two path-based measures. The authors also
found that alternative computations of information content
did not lead to significant changes in performance. As part
of the introduction to gloss vectors, Patwardhan and Ped-
ersen (2006) presented an evaluation in conjunction with
five other relatedness measures used in (Patwardhan, Baner-
jee, and Pedersen 2003) (omitting RHirstStOnge). The ex-
periment followed according to (Patwardhan, Banerjee, and
Pedersen 2003), and found that the RPartwardhanPedersen

measure performed just below that of RBanerjeePedersen,
and both were outscored by SJiangConrath. Similarly, Rus et
al (2009) used relatedness measures among words and found
RPartwardhanPedersen on a task of text relatedness.

The evaluations mentioned thus far used metrics for com-
paring a target word (or senses of a target word) to other
words in context. The assumption is that concepts in context
are related, but as we have previously mentioned related-
ness does not imply similarity. Thus, the measures which
are more appropriately categorized as measuring similar-
ity (those which do not consider relationships beyond hy-
ponymy, antonymy, and synonymy) may be at a disadvan-
tage. The SSchwartzGomez measure was used in a noun WSD
algorithm, where noun senses were compared with senses
of words that are found to replace that noun in its con-
text (a task calling for similarity comparisons) (Schwartz
and Gomez 2008). They experimented over a few similarity
and relatedness measures and found path-based measures to
perform in line with information content based and gloss-
based measures. However, unlike the previously mentioned
WSD evaluations, this algorithm was focused on achieving
top results for a WSD task rather than evaluating metrics,
and the results were influenced by more than similarity com-
parisons. Our evaluation uses Schwartz and Gomez’s algo-
rithm with restrictions to limit influences beyond similarity
comparisons. We also experiment on a wider variety of mea-
sures.

Experimental Setup
We implement two types of experiments over semantic sim-
ilarity measures. The first is based on adding sense annota-
tions to existing gold-standard judgments of similarity. The
second evaluation is based on an application of the measures



task utilizing 
concept 
similarity

path­based
similarity 
measures

gloss­based
relatedness
measures

path­based
relatedness 

measures

info.­content
similarity 
measures

Figure 1: Depiction of the experimental setup, showing the
similarity and relatedness measures as distinct from the task,
which is solely focused on similarity.

to WSD. Note that although the task is focused on similarity,
we include measures that are more correctly categorized as
measuring relatedness. Because relatedness subsumes sim-
ilarity, we do not want to exclude these measures from our
study. Figure 1 shows this distinction between the task focus
and the type of measure.

Datasets of Human Judgments
We use three datasets of human judgments of similar-
ity, namely RG (Rubenstein and Goodenough 1965), MC
(Miller and Charles 1991), and WS-Sim (Agirre et al. 2009).
RG and MC were created specifically for similarity (MC’s
28 pairs, listed in (Resnik 1999), are a subset of RG with
independent judgments). WS-Sim is a subset of the Word-
Sim dataset (Finkelstein et al. 2001), which had subjects rate
pairs on relatedness in general. Agirre et al., (2009) created
the similarity subset by including pairs of words with re-
lationships: identical, synonymy, antonymy, hyponymy, and
unrelated.

As part of our work, two annotators marked the RG, MC,
and WS-Sim datasets with the most similar pair of senses
among each pair of words. The original scores of similar-
ity between words were kept for the sense/concept anno-
tated pairs. This approach is motivated by past works which
have found the greatest correlation with human judgments
by using the maximum similarity over all pairs of senses
(Resnik 1999; Yang and Powers 2006).WordNet 3.0 served
as the sense inventory (Miller et al. 1993). Annotators were
able to indicate if a most similar sense was not present in
WordNet, in which case the instance was dropped. For ex-
ample ‘jaguar’ and ‘car’ were dropped because the automo-
bile sense of ‘jaguar’ is not present in WordNet. Our WS-
Sim dataset does not include the pairs which Agirre et al.
marked as unrelated, because there was no basis for annotat-
ing senses of words considered unrelated.

Statistics of the datasets can be seen in Table 2. Inter-
annotator agreement (ITA) was calculated as the mean per-
centage of senses agreed upon within a pair (1, 0.5, or 0 for
completely agreed, agreed on one word, or completely dis-
agreed respectively). The complete agreement figure (CPA)
is the percentage of pairs with which both words were anno-

ITA CPA pairs drops
MC 0.89 0.79 28 0
RG 0.93 0.86 65 0

WS-Sim 0.86 0.73 97 3

Table 2: The inter-annotator agreement (ITA) and complete
pair agreement (CPA) over pairs number of pairs; drops
indicates number of instances not annotated due to lack of
WordNet sense.

tated identically. To finalize each dataset we asked the two
annotators to come to an agreement on all instances which
were not in complete agreements. There are two types of
tests we run over the final datasets1:

wrd correlation of similarity values based on the word
pairs (measures choose the max similarity over all
pairs of senses).

cpt correlation of similarity values based on sense
annotated (concept) pairs.

Application-Oriented Study
The second experiment is focused on evaluating similarity
measures when applied to the task of WSD. We chose the
Web selectors algorithm of Schwartz and Gomez (2008),
since the algorithm relies on similarity judgments of con-
cepts. As introduced by Lin (1997), selectors are words
which take the place of an instance of a target word within
its local context. The Web selectors algorithm performs dis-
ambiguation by comparing selectors acquired from the Web
to senses of a target word.

In order to focus on the impact that a similarity measure
has on the accuracy, restrictions are placed on the algorithm.
First, senses are chosen by only considering target selectors,
words which replace the target word that is being disam-
biguated. Target selectors are intended to be similar to the
target sense, while other types of selectors within the algo-
rithm are only intended to be related. The system is also
setup to only attempt annotations of instances in which it
acquires five or more selectors from queries of seven words
or more in length. This restriction insures that there is both
enough selectors and that the selectors are reliable. Finally,
the use of a first sense heuristic as a backoff strategy is
turned off to eliminate unnecessary bias.

Our testing corpus consisted of the training set from
the SemEval-2007 Task 17: Lexical Sample (Pradhan et
al. 2007). The lexical sample contained many instances of
nouns and verbs, leaving the sample size quite large after
the restrictions we placed on the algorithm. Note that the
all-words portion of Task 17 contained fewer instances of
nouns. The corpus, annotated with WordNet 2.1 senses, was
also restricted to eliminate instances of monosemous words
according to WordNet. This restriction in addition to those
placed on the algorithm are likely to decrease disambigua-
tion accuracy of the algorithm, in order to get a stronger
comparison focused on each similarity measure.

1Datasets to be made available online upon publication.



MC RG WS-Sim
wrd cpt wrd cpt wrd cpt
0.76 0.76 0.76 0.79 0.62 0.57

SWuPalmer [.54, .88] [.54, .88] [.66, .86] [.67, .87] [.48, .73] [.42, .69]
0.75 0.75 0.78 0.80 0.62 0.58

SLeacockChodorow [.52, .88] [.52, .88] [.67, .86] [.69, .87] [.48, .73] [.44, .70]
0.77 0.81 0.82 0.77 0.61 0.54

SSchwartzGomez [.60, .90] [.62, .91] [.71, .88] [.65, .85] [.47, .72] [.38, .66]
0.76 0.76 0.74 0.76 0.62 0.59

SResnik [.55, .88] [.53, .88] [.61, .83] [.63, .84] [.47, .73] [.45, .71]
0.82 0.85 0.78 0.80 0.60 0.51

SJiangConrath [.65, .92] [.70, .93] [.66, .86] [.69, .87] [.45, .71] [.34, .64]
0.77 0.80 0.77 0.78 0.64 0.58

SLin [.56, .89] [.61, .91] [.64, .85] [.66, .86] [.50, .74] [.43, .70]
0.77 0.72 0.78 0.76 0.49 0.53

RHirstStOnge [.56, .89] [.47, .86] [.66, .86] [.63, .85] [.32, .63] [.37, .66]
0.88 0.76 0.82 0.78 0.64 0.63

RY angPowers [.75, .94] [.55, .88] [.72, .89] [.66, .86] [.51, .75] [.49, .74]
0.81 0.76 0.72 0.69 0.49 0.46

RBanerjeePedersen [.62, .91] [.54, .88] [.58, .82] [.54, .80] [.32, .63] [.29, .60]
0.92 0.88 0.81 0.81 0.57 0.55

RPartwardhanPedersen [.83, .96] [.75, .94] [.71, .88] [.71, .88] [.41, .69] [.39, .67]

Table 3: Correlation between similarity measure judgments and human judgments for each dataset (wrd, cpt).

Results
Results are broken down according to the two types of exper-
iments. First we present the correlation of the metrics with
human judgments of similarity. Then, the results are pre-
sented for applying the metrics to the task of word sense
disambiguation by similarity. Refer back to table 1 for the
identifiers and categorization of each metric.

Human Judgments
Table 3 presents the results based on human judgments over
all three datasets. Correlations are reported as Spearman
rank correlations, avoiding issues arising from non-linear
measure outputs as Agirre et al (2009) noted. Normal ap-
proximations of confidence intervals at 95% are also pre-
sented.

There was no single measure that performed best across
all the datasets. When examining the results of the MC and
RG datasets, we see that RPartwardhanPedersen had consis-
tently high correlations. Keep in mind that the MC dataset
contains a subset of the pairs in the RG dataset, with a
different set of human judgments. For the WS-Sim dataset,
which was a distinct set of words and concepts, it was
RY angPowers with the highest correlations. In each case, a
best performing metric was categorized under relatedness,
but there is never a significant difference over the top per-
forming metric categorized under similarity.

When examining the differences between the ‘wrd’ and
‘cpt’ tests, on average, similarity measures had higher cor-
relations on the ‘cpt’ tests within the MC and RG datasets,
while the relatedness measures had higher correlations on
the ‘wrd’ tests. This suggests the similarity measures benefit
from dealing specifically with concepts rather than ambigu-
ous words, though the differences are small enough that a
concrete conclusion can not be drawn. On the other hand,

for the WS-Sim dataset, the similarity measures performed
better at the ‘wrd’ test relative to the ‘cpt’ test. This differ-
ence between the WS-Sim dataset and the MC/RG dataset
may have been due to WS-Sim containing more pairs of dis-
similar words.

Application
Table 4 presents the results of the word sense disambigua-
tion experiment. After the restrictions were placed on the
corpus, we ended up with 795 instances (431 nouns and
364 verbs). The F1 values shown are calculated based on
precision(P ) and recall(R) as F1 = 2 ∗ P∗R

P+R .
Unlike the human judged experiment, we found one mea-

sure performs significantly better than any other measure
in this experiment. The information-content similarity mea-
sure of Jiang and Conrath (SJiangConrath) gives us the
top results for both the noun and verb portions of the cor-
pus. All of the relatedness measures (RBanerjeePedersen,
RPartwardhanPedersen, RY angPowers) along with the SLin

measure performed approximately equally with over 10.4%
more error than the SJiangConrath measure. The path-based
similarity measures were all among the least effective for the
task.

We saw improvement from all measures between noun
and verb instances. Among the relatedness measures,
the differences in values indicate that the RY angPowers

measure may be better suited for nouns, while the
RPartwardhanPedersen method may be stronger with verbs.
We suspect the verb results were higher overall because the
verb selectors were more often acquired with surrounding
context, and were thus more reliable than noun selectors
which were more often acquired at the beginning or end of a
sentence. Had the algorithm not been restricted to focus on
similarity, the noun results would have been higher as was



noun verb both
SWuPalmer 41.5 56.3 48.3

SLeacockChodorow 44.1 59.3 51.1
SSchwartzGomez 48.0 - -

SResnik 46.3 51.1 48.5
SJiangConrath 59.6 65.1 62.1

SLin 52.6 57.8 54.9
RHirstStOnge 50.9 55.1 52.8
RY angPowers 53.2 54.6 53.9

RBanerjeePedersen 49.9 57.7 53.5
RPartwardhanPedersen 50.6 61.5 55.6

Table 4: Results of the application-oriented experiment: F1
values (precision=recall) on the SemEval-2007 Task17, bro-
ken down by part of speech and combined.

reported originally by Schwartz and Gomez (2008).

Conclusion
We presented evaluations of WordNet-based semantic sim-
ilarity and relatedness measures focused on concept simi-
larity. One type of experiment was based on human judg-
ments and the other was an application-oriented task. The
measures of Patwardhan and Pederson (2006), and Yang and
Powers (2006) had consistently high correlations with hu-
man judgments. Both of these measures were categorized as
more broad relatedness measures, though the best perform-
ing similarity measures were not significantly lower for any
of the datasets. For the application-oriented experiment, the
similarity measure of Jiang and Conrath (1997) clearly gave
us the best results with an error reduction of 10.4% over the
next best measure.

There are several possible extensions to this work to pro-
vide additional insights about similarity measures. The ex-
isting gold-standard judgments of similarity that we anno-
tated with senses only included nominal concepts. To ad-
dress this drawback, a human annotated dataset of verb pairs
could be created. Additionally, one could replicate experi-
ments over different versions of WordNet as an evaluation
of the WordNet improvements. Never the less, the results of
this study alone are intended to impact work in computa-
tional linguistics when a task calls for similarity judgments
over concepts.
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