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Previous Lecture...

* General concepts of the performance analysis
and design of stream processing systems

* Simulation vs formal analysis

* Existing formal analysis methods: pros and cons

e Real-Time Calculus (RTC)

— High-level overview
— Count-based abstraction
— Definition of arrival and service functions
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Real-Time Calculus (cont.)

* A brief introduction to RTC

— Refer to reading list for more!

e Materials are based on

— Le Boudec and Thiran’s book on Network
Calculus

— The MPA framework
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Recall... Event Streams

* Infinite sequences of data items (events)

* A concrete arrival pattern can be described as a
cumulative function R(t)
— R(t) = #items arrive in the time interval [0,f)

* All possible arrival patterns of an event stream is
abstracted as an arrival function o(A)

— [a!(A), a¥(A)] : the min. and max. number of events that

arrive in any time interval of length A



T ———
An Arrival Pattern

# events
A

R(t) = number of events that arrive in [0,1)
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R(t)
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#events that arrive in [t, t+A) is: R(t+A) - R(f)
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Arrival Function of A Set of Concrete Patterns

# events ocU(A)
10 - R (t
| a!(A)
5 -
0
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Recall... Resources

* A concrete service pattern

— how much and when the resource is available

— captured as a cumulative function C(t) which gives the

amount of resource units available in time interval [0,1)

* All possible service patterns of a resource is
abstracted as a service function 3 (A)

— [BY(A), BY(A)] : the min. and max. number of resource

units available (or the number of events that can be
processed) in any time interval of length A
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Service Function of A Set of Concrete Patterns

# events |3U(A)
10 C,(1)
/ BI(A)
5 -
; _




Examples of
Arrival and Service
Functions
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Standard Event Streams

Periodic | ‘ ‘ ‘ ‘ ‘ >
«—>
P
Periodic ‘ ‘ ‘ ‘ ‘ ‘
with burst >
<«—> D — “«—>
P j >d

p: period j:jitter d: minimum inter-arrival distance
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# events
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periodic with burst arrival function o
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e
Common Resources

# cycles full resource service function

Bu: BI

The processor is always available

f= processor frequency

e}



Bounded Delay
Vi, Vt' >t: (' —t—D)f <CH)—-C{t)< (' —t+D)f

bounded delay service function

# cycles
A Bu
BI
f =frequency
D = bounded delay
0
. > A
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e
TDMA Resource

* A shared resource of bandwidth B
* n applications: App,, ..., App,
* TDMA policy
— a resource slot of length s; is assigned to App; in
every cycle of length ¢
» the resource given to App; is bounded by

BHA) = Bmax{{éJsi,A—{éhc—si)}

C C

Bl (A) = Bmin{ [é—‘ Siy A — {éJ (c — sz)}

C C
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TDMA Resource

# cycles
A
Bi
/7/&
B.s 1 /
/ > A
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RTC Performance Model

backlog = Buf(a,3)
delay = Del(c, )

B(A)

Service Functions
(input)

Arrival Functions
(input)

a(A)

Service Functions
(output)

Arrival Functions
(output)

p'(A)?

ao'(A)?

:j';(o(
B’ = fylo,B)

/B)

The functions fa, fB' Buf, Del must take into account the scheduling policy

and the processing semantics of the component
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e
Processing Model: Abstract Component

* Relate input arrival/service functions and

— output arrival and service functions
— maximum backlog
— maximum delay

* The computation must capture the way input event

streams are processed by the resource

* Vary depending on the scheduling policy and processing

semantics, but always deterministic

* Based on min-plus and max-plus algebra
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A concrete system component

a service pattern of the
C( t) available resource

an arrival pattern of l

the input stream 5
R(t) — | GPC —— R’(t) an arrival pattern

l of the output stream
?

C'(t)

a service pattern of

the remaining resource
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e
Greedy Processing Component

Triggered by incoming events

— a preemptive task is instantiated to process each arrival event

Events are processed in a greedy fashion and FIFO order
— subjected to resource availability

— waiting events are stored in the input buffer

Backlog at time ¢
— B(t) = #events in the buffer at time ¢

* Delay at time t

— d(t) = the maximum processing time (including waiting time) of an
event arriving before t
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C(t)

v
R(t) —| GPC continue to process again

v

C(t)  #events no cycle to process R(t)

‘ \
C(t)

unused resource

no additional output events

0 t Uy >t

buffer empty here! 21
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GPC: Output Stream

R'(t) = inf {R(u)+C(t) — C(u)}

0<u<t

For all ust:
e R(u) = R(u)and R(t) < R'(u) + C(t) - C(u)
— #output-events in [0,u) is no more than #input-events in [O,u)

— #output-events in [u,t) is no more than #events that can be processed in [u,t)
Hence, R'(f) = R(u) + C(f) - C(u)
* Letu, be the last instant before t at which B(u,) =0
- R(up) = R(uy); R'(f) = R(up) + C(t) - Cuo)
— Thus, R'(t) = R'(upy) + C(t) - C(u,)
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C(t)

Conservative use of resource:
C(t) = C'(t) + R'(t)

# events R(t)

A

R(t) — | GPC — R1(t)

unused resource

> ¢

0 Uy

GPC: Remaining Resource =




C(t)

R(t) —»|GPC — R(t)
'
C(t)  #events
A
0

Backlog at time t: B(t) = R(t) - R'(t)
Maximum backlog: B, = max,. ,B(t)

R(t)

GPC: Backlog
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C(t)

R(t) —>|GPC — R(t)
'
C(t)  #events
A
0

Delay at time t:
d(t) = min{A:R(t+\) = R(t)}

GPC: Delay
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e EEEE—
An abstract system component

the service function of
ﬁ(A) the available resource

the arrival function of l

the input stream 5
. 14

a(A)—>| GPC — a'(A)

the arrival function

l? of the output stream

p'(a)

the service pattern of

the remaining resource
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T ———
Basic Min-plus/Max-plus Operators

* Min-plus convolution and de-convolution

(feg)) = inf {f(t—u)+g(u)}

0<u<t

(fog)t) = sup{f(t+u)—g(v)}

u>0
* Max-plus convolution and de-convolution

(f®g9)(t) = sup {f(t—u)+g(u)}

0<u<t

(fog)t) = inf{f(t+u)—g(u)}

u>0
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e.g. Min-Conv of Convex Piecewise Linear Curves

*Label segments in increasing slope order

*Connect segments end to end with increasing slope
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T ———
Basic Min-plus/Max-plus Operators

* Recall forallt, A=0

* Valid arrival and service functions for a given R({)
and C(f)

o' =ROR a*=RQR
g=CcoC pB*=CoC
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GPC: Output Bounds

[/

Q
|

min{ (o' © 5*) © 8, '}
aul _ min{ (au ®/Bu) @6l, /Bu}
ﬁl, _ (/Bl o a'u,) @0
/8?“ _ (ﬁu o al) @0
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T
Compute QY - Intuitive Idea

< >’( >
{ J t+A t+A+A
<

<

A+A—T T

=) max_output(A+A) < max_input(A+A—T) + max_processed(t), V 0 < T < A+A

=) <  sup {o'(A+A-1) + BY(T) } =7 (A+N), with y= o ® B
0<T<A+A

=)  max_output(A) < max_output(A+A) — min_processed(L), V A >0
=) < yA+D) - B'L), V A>0

=) < inf {yA+h) - B 1= (v D BHA)

A=0

=) < [o'®BYDB 1A
=) Further, max_output(A) < max_processed(A)SBu(A)

= = o' <min{c’®BY2 B, BN
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GPC: Backlog and Delay Bounds

Bpax = il;g{R(t)—R’(t)}

< sup{a"(A)-5'(A)}
A>0

Dpox = sup{inf{u >0:R(t) < R(t+ u)}}
>0

= qup{inf{u>0:0%(&) < (A + 0} }
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GPC: Backlog and Delay Bounds

#events

A /
Maximum vertical
distance ~—

Maximum

horizontal distance
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Scheduling Multiple Event Streams

input output
video stream U U I:I —> _O > D HH video stream

input output
audio stream m D D D — _07+ DDD D audio stream

Shared Resource

Fixed Priority:
*video stream has higher priority than audio stream
=>» process the video stream first

*remaining resource is used to process the audio stream

34
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Fixed Priority Scheduling

input output
video stream ( I i —> ‘O__>. ”H video stream

input m “ ” . .l.. output
audio stream > > ” audio stream

Shared Resource

Fixed B
Priority I
4
avideo ——> GPC > Ol video

’
audio | > GPC > Olgudio
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TDMA Scheduling
B
TDMA | b, : computed based on the
o fb : length of the TDMA cycle ¢
1[31 B, and the slot s;
Ayjgeo —T > GPC > O(:/ideo A A
BiA) = Bmax{ {zJ Siy A — [z-‘ (c— Sz)}
Y , Bi(A) = Bmin{ [%Wsi, A - {%J (c— Si)}
O(‘audio > GPC > O('audio
Y Y
B B
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T ———
Modular Performance Analysis using RTC

PE
PE; 3
. . , b, B,
input video _’@ s )
— > > >
stream s; IQ ‘
Output
b B Device
input video D\ | 2 2 2
-1 > —> >
stream s, Q @
PE,

By Bs

OC, A 4
1 ’
0y —> GPC > GPC —> Oyt
v R’
B1 Fixed
Priority ,
BZ B3
) 4 o(; A4 ,
o —>» GPC » GPC > a’Zout
\VB/ Y ”
2 3 37



Mixed Hierarchical

Scheduling

l

O —>  fixed —> O
o ) Priority OL;_
TDMA
h 4
TDMA Distribute
v !
/
—>| Fixed [ 6PC 3 > 03
Priorit
T ’ > > Ol
Earliest
l Deadline
First
—> > > Ol
GPS
—> >OC'6
\ 4 A 4 Y
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The RTC Toolbox

www.mpa.ethz.ch/rtctoolbox
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e
The RTC Toolbox

Matlab Command Line Simulink

RTC Toolbox

www.mpa.ethz.ch/rtctoolbox \

Java API < ;

Min-Plus/Max-Plus Algebra, Utilities

Efficient Curve Representation J a V a

f

(
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e
RTC - Summary

* Modeling: count-based abstraction

— captures burstiness of event streams and variability of the
resources as functions

Analysis: min-plus and max-plus algebra

— can be computed efficiently with tool support

Modular and compositional

— possible combination with other methods, e.g. standard event
models, ECA, simulation

Modeling of state-dependencies is difficult
— extension of RTC: an active area of study

— various work combines concepts in RTC with automata
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