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ABSTRACT
This paper presents SplitStack, an architecture targeted at
mitigating asymmetric DDoS attacks. These attacks are par-
ticularly challenging, since attackers can use a limited amount
of resources to trigger exhaustion of a particular type of sys-
tem resource on the server side. SplitStack resolves this by
splitting the monolithic stack into many separable compo-
nents called minimum splittable units (MSUs). If part of
the application stack is experiencing a DDoS attack, Split-
Stack massively replicates just the affected MSUs, poten-
tially across many machines. This allows scaling of the im-
pacted resource separately from the rest of the application
stack, so that resources can be precisely added where needed
to combat the attack. We validate SplitStack via a prelimi-
nary case study, and show that it outperforms naïve replica-
tion in defending against asymmetric attacks.

Categories and Subject Descriptors
G.2.0 [General]: Security and protection

Keywords
Denial-of-service attacks, denial-of-service defenses

1. INTRODUCTION
Stopping denial-of-service attacks on networked services re-
mains a challenging problem, and stories about successful
attacks on commercial services [36, 43] or the Internet’s in-
frastructure [44] are still disturbingly common in the news.
Existing solutions primarily focus on stopping the attack traf-
fic as early as possible. This can be done at the source by
blocking transmissions on compromised machines [23]; it
can be done in the network by filtering traffic at routers [31];
or it can be done at the end hosts by trying to recognize
and block bogus requests before they can consume any re-
sources [26, 30]. None of these techniques are perfect. Hence,
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it remains important to harden a data center against attacks
that manage to pass through all the other defenses.

We characterize two kinds of denial-of-service attacks that
can reach a data center based on the resources involved in the
attack. In a symmetric attack, the resources required from
the attacker are of the same type and scale as those denied
the victim. For example, a network flooding attack requires
the attacker to use significant network bandwidth; the same
amount of bandwidth is consumed at the victim who receives
it. In this case, the defender can succeed by matching the
attacker’s resources using over-provisioning and/or massive
replication. Such attack has been studied in detail, and there
are commercial solutions, such as from major CDNs [5], that
can provide the necessary resources on demand.

Defending against an asymmetric attack is more difficult.
In these attacks, the resources used by the attacker and the
victim resources in the data center differ in type or scale,
or both. Common examples include those in which attacker
traffic consumes limited computational resources or requires
maintenance of state in finite memory. For instance, in TLS
renegotiation attacks [2], the attacker constantly asks the
servers to generate new key material for an existing TLS
connection, which is computationally expensive. As a re-
sult, the servers’ CPUs are loaded with cryptographic op-
erations and cannot handle requests from legitimate clients,
even though all the other necessary resources (memory, net-
work bandwidth, I/O bandwidth, etc.) remain available. There
is a variety of known asymmetric attacks [24], including
SlowPOST/Slowloris attacks [37], zero-length TCP window
attacks [13], and ReDoS attacks [1], etc. These attacks are
trickier to handle because they can succeed even if the at-
tacker has vastly fewer resources than the defender. Our goal
is to develop a new kind of defense against those attacks.

There are two fundamental reasons why asymmetric at-
tacks are so difficult to defend against. The first is their
great diversity: in contrast to symmetric attacks, which all
tend to use the same brute-force approach, each asymmetric
attack targets one particular weakness in the defender’s ser-
vice, such as the complexity of Regex parsing in ReDoS, or
the server’s limited connection pool in Slowloris. As a re-
sult, although defenses exist in the market for dealing with
these attacks, they tend to be specialized point solutions – for
instance, a defense against ReDoS attacks would be useless
against Slowloris attacks, and vice versa. Therefore, it is dif-
ficult to get a truly comprehensive defense against asymmet-
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Attack Target resource Existing defenses
SYN-flood [17] Half-open connection pool SYN cookies

TLS renegotiation [2] CPU cycles spent on TLS handshakes SSL accelerators
ReDOS [1] CPU cycles spent on Regex parsing Regex validation

SlowPOST/Slowloris [37] Established connection pool Increase connection pool size
HTTP GET flood [12] CPU cycles and memory Rate limiting

Christmas tree attack [7] CPU cycles spent on processing packet options Filtering
Zero-length TCP window [13] Established connection pool Increase connection pool size

HashDoS [8] CPU cycles spent on maintaining hash tables Use stronger hash functions
Apache Killer [33] Memory Allocate more memory

Table 1: Examples of asymmetric denial-of-service attacks.

ric attacks: even if the defender deploys all known defenses
in combination, the result is still unlikely to help against an
attack that uses a new attack vector.

The second reason is that today’s application stacks are
monolithic, so they place constraints on how available re-
sources can be used. Consider, for instance, a TLS renegoti-
ation attack on a typical two-tiered web service that consists
of a HTTP server tier and a database tier. Since TLS is han-
dled exclusively by the HTTP servers, the attacker can win
by exhausting the CPU resources on these servers – even if
the database servers are completely idle, and have lots of
CPU resources that could have been used to help the first
tier! We could increase the CPU resources by spinning up
more nodes as HTTP servers, but this ties down all other re-
sources on these nodes (e.g., memory, I/O bandwidth) that
could be used elsewhere, and they essentially go to waste.
Notice that this limitation exists only because of the mono-
lithic architecture in current HTTP servers. If we could find
a way to carve out the TLS handshake component, and repli-
cate just this component on the database tier to use its idle
CPU cycles, it would be a much more effective defense.

In this paper, we propose a new approach to handling
asymmetric denial-of-service attacks, with three key elements.
First, we propose to break up the application stack into smaller
components that can be moved and replicated independently.
This is inspired by the current trend towards micro-services [40],
but our vision goes much further: we aim to operate at a
much smaller granularity, e.g., by moving the TLS hand-
shake component or the SYN processing component. Sec-
ond, we propose to add a centralized controller that assigns
components to machines and routes data flows between them,
much like an SDN controller routes packet flows between
switches. This controller could carefully schedule the com-
ponents, e.g., to meet a given SLA objective. Third, we pro-
pose to continuously monitor the resource consumption of
each component, and to replicate any components that are
overloaded, e.g., due to a denial-of-service attack. We refer
to this design as the SplitStack architecture.

The SplitStack architecture offers two benefits for defend-
ing against asymmetric attacks. First, the fine-grained com-
ponents make it easier for the defender to deploy all avail-
able resources on all machines against the attacker, exactly
as needed. For instance, SplitStack could respond to a TLS
renegotiation attack by temporarily enlisting the database
tier, or even machines from other services, to help with TLS

handshakes. Second, the reactive replication approach is not
attack-specific and can thus potentially mitigate unknown
asymmetric attacks. Once SplitStack recognizes that a com-
ponent is overloaded or its throughput appears to drop, it
can respond by replicating that particular component – with-
out having seen the attack before, and without knowing the
specific vulnerability that the attacker is targeting! This is
especially useful because DDoS attacks today tend to use
multiple attack vectors [27].

We do not intend SplitStack as a cure against all possi-
ble DDoS attacks. If an attacker can fill up the data cen-
ter’s inbound link or completely overwhelm the defender’s
resources, she can still succeed. We also do not envision
SplitStack as the only defense against attacks: specialized
defenses, such as hardware SSL accelerators [18], can be
more efficient than SplitStack because they are tailored to
a particular attack vector. Rather, we propose SplitStack as
a generic defense that can mitigate an attack (particularly
unknown attacks) at least until help arrives. As a welcome
side-effect, SplitStack’s fine-grained scheduling and migra-
tion techniques provide more freedom for matching up tasks
and resources and could thus increase utilization in data cen-
ters and/or provide better QoS even in the absence of attacks.

As a proof-of-concept, we conducted an initial set of ex-
periments with a preliminary SplitStack prototype to show
that SplitStack’s approach can be effective, and that it can
utilize all available resources when under attack. Looking
forward, there is clearly a lot of work left to be done. For in-
stance, it would be useful to have an automated way to split
existing network stacks into fine-grained components (per-
haps with a bit of help from the developer), and there may
be cases where a ‘component’ cannot be split and replicated
easily (e.g., when consistency requirements are involved).
On the other hand, an architecture like SplitStack could also
provide many interesting new opportunities: by separating
out a ‘control plane’ for software systems, analogous to the
control plane in software-defined networks, SplitStack could
potentially enable entirely new kinds of policies, e.g., for
scheduling, migration, and fault-tolerance.

2. OVERVIEW
As a running example, we consider a two-tiered web service
hosted in a data center, where the frontend is an HTTP server
tier, and the backend is a database tier. An external adver-
sary launches a TLS renegotiation attack [2] that consumes
CPU resources on the HTTP servers, by constantly asking

2



A

B

C
D

E

A

B

C
D

E

A

B

C
D

E

A

B

C
D

E

A

B
D

E

CC C

(a))Monolithic)software (b))Graph)of)MSUs (c))Normal)schedule (d))System)under)attack (e)) System)after)MSU)C)has)been) split

Figure 1: Example use case of SplitStack. The monolithic software (a) is transformed into a dataflow graph (b) with smaller
components, called MSUs, which are then scheduled on the available machines (c). When an attacker attempts to overload one
of the components (d), SplitStack disperses the attack by generating additional instances on other machines (e).

the servers to switch to a new cryptographic key. As a re-
sult, legitimate requests are being served very slowly, or not
at all. (Of course, SplitStack is applicable to other types of
asymmetric attacks as well, e.g., those shown in Table 1.)
Threat model: In asymmetric DDoS attacks, the attacker is
unable to match the defender’s bandwidth, but she succeeds
by cleverly “choking” some other resources, e.g., CPU cy-
cles, memory. We do not assume that the attack vector is
known to the operator – novel attacks are explicitly in scope.
Our goal is to automatically mitigate an attack, even if it has
a new attack vector, and to provide reasonably good quality
of service to the legitimate clients while the human operators
are working on a more permanent solution. We do not con-
sider brute-force attacks that saturate a data center’s ingress
link, or exploits that take over data center machines.

2.1 Strawman Solutions
One strawman defense is to filter or block suspicious net-
work traffic. For instance, if the service is receiving a huge
number of GET /redsox.mov requests, the operators can
simply block access to /redsox.mov. However, this heav-
ily relies on the accuracy of request classification, so it is
susceptible to false positives and negatives – what if the re-
quests are really coming from baseball fans after a successful
game by the Boston Red Sox? Also, an adversary can send
a heterogeneous mix of requests to confuse such a defense.

Another approach is to increase capacity by replication.
For instance, to handle a TLS renegotiation attack, an oper-
ator can launch more web server nodes to increase the num-
ber of TLS connections that can be handled. This defense
does not critically depend on an accurate classification, but
it is very inefficient: every new machine will contribute a bit
more CPU power, while its other resources (memory, band-
width, I/O, ...) will be heavily underutilized or go to waste.

2.2 Approach: SplitStack
Our observation is that the data center often has a lot more
of the overloaded resources elsewhere, but the current soft-
ware architecture cannot effectively use them. For instance,
in our example, the CPUs on the database servers will be
mostly idle while the web servers struggle to keep up with
the attack. If the database servers were able to “help” the
web servers by contributing their computation power, the ca-

pacity at the bottleneck (TLS renegotiation) would increase.
We propose such “helping” by splitting the monolithic ap-

plication stack into smaller pieces that can be replicated and
migrated independently. This additional flexibility would
enable an attacked service to use all of the available resources
for its defense – by temporarily enlisting other servers, or
even machines from different services. The effect would be a
substantial increase in the service’s capacity, and thus, hope-
fully, better quality of service for the legitimate clients.

2.3 Challenges
This approach raises a number of important questions. First,
where and how should we split a monolithic software into
smaller pieces? If the splitting is not done carefully, Split-
Stack may not be able to provide correctness guarantees.
Second, how should the pieces coordinate with each other
to best utilize the available resources? Finally, who should
make the decision to split and move the pieces to find the
best way to respond to a given attack?

3. THE SPLITSTACK ARCHITECTURE
The SplitStack architecture models a monolithic application
stack as a dataflow graph consisting of Minimum Splittable
Units (MSUs), each of which can be further annotated with
an expected execution time and deadline (if any). MSUs are
deployed in lightweight containers, and can be replicated on
one or more machines.

Figure 1 shows how this approach can disperse a DDoS
attack. The monolithic software (a) is transformed into a
dataflow graph with several MSUs (b), which are then sched-
uled by a controller to run on one or more available ma-
chines so as to meet specified deadlines (c). When the sys-
tem comes under attack, one of the MSUs becomes over-
loaded and prevents the software from handling legitimate
requests (d). The controller detects this based on the gath-
ered performance statistics, automatically creates additional
instances of the affected MSU on other machines, and bal-
ances the workload across them (e). Meanwhile, SplitStack
alerts the operator and provides diagnostic information, so
that she can better understand the attack vector, e.g., a bug
in the affected MSU, and find a long-term solution. Thus, as
long as the system as a whole has enough resources, all of
the incoming requests can still be handled.
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3.1 Minimum Splittable Units
In Figure 1(b), each vertex in the dataflow graph represents
an MSU. An MSU is a small, (mostly) self-contained func-
tional unit with narrow interfaces to other MSUs. It contains
four types of meta data: a) a primary key to unique identify
an MSU, b) a routing table that steers requests to next-hop
MSUs, c) a cost model, which we describe more in Sec-
tion 3.4, and d) typing information, which specifies how an
MSU communicates with its replicas after being cloned into
multiple copies (certain kinds of MSU replicas can operate
independently; other kinds would need to coordinate).

Inter-MSU communication takes place via IPC when the
MSUs are located on the same node (or even via function
calls when they are located in the same address space), but it
can be transparently switched to RPCs after an MSU migra-
tion. This is because the SplitStack controller may transform
the dataflow graph in response to an attack, invoking four
transformation operators on MSUs: add, remove, clone,
and reassign. The MSUs and transformation operators
form a basis for a SplitStack to defend against DDoS attacks.

3.2 Software Partitioning
Partitioning a monolithic software into MSUs requires an
intricate balance: if an MSU contains too little functional-
ity (e.g., wrapping each function into its own MSU), it may
need to constantly coordinate with other MSUs to get things
done, resulting in high overhead; if an MSU is too large,
then we cannot easily achieve the fine-grained responses we
desire. Therefore, one rule of thumb for partitioning MSUs
is that the cost incurred by book-keeping and communica-
tions between MSUs should be much less than the cost of
replicating a larger component in the software.

Fortunately, the layered nature of the network stack pro-
vides a useful starting point. The cross-layer interfaces are
already reasonably narrow for use as a first approximation of
MSU boundaries. For each layer, we further adopt a static
partitioning of MSUs, including TCP handshake MSUs, TLS
negotiation MSUs, etc., somewhat analogous to what Click [28]
has done. As past work – e.g., on SawMill Linux [21] – has
shown, manually splitting complex software, such as an OS
kernel, is feasible but difficult. We are developing ways to
automate this process in our ongoing work (see Section 6).

3.3 MSU Coordination
At runtime, additional MSU instances may be replicated and
migrated, so we need to carefully coordinate the state across
MSU instances. SplitStack achieves this by applying differ-
ent coordination mechanisms depending on the functionality
of the MSU, and on how the MSU handles requests.
Independent MSUs: Some MSUs can process each request
in isolation. For instance, our current SplitStack prototype
has a TCP handshake MSU that can serialize, marshal, and
migrate a completed TCP connection to its downstream appli-
cation-layer MSUs, using the TCP connection repair func-
tionality [15] available in Linux v3.5 and above. It also has
a TLS negotiation MSU; transferring state from this MSU to

its downstream MSUs is also just a matter of migrating the
appropriate keys, secrets, and ciphersuite selections. In both
cases, the MSU replicas can operate independently.

In the case of such “siloed” MSUs, the reassign and
clone SplitStack operations are simple: reassign transfers
the corresponding state to the new instance, and clone can
be performed without any coordination whatsoever. Migrat-
ing state from one MSU to another (i.e., during reassign)
could be performed either as an offline or live process. In the
offline case, SplitStack reserves resources to construct the
new MSU, the existing MSU is stopped, state is transferred,
and the new reassigned MSU is then activated. Under load,
such offline migration may be too costly since transferring
state could be slow, thus incurring an unacceptable down-
time. Inspired by techniques for live VM migration [14],
SplitStack uses iterative copy and commitment phases that
more slowly migrate state while allowing the existing MSU
to service requests until the new MSU is activated. Live mi-
gration minimizes downtime at the expense of a longer over-
all reassign operation.
Handling state: Coordinating state is more difficult for MSUs
with cross-request dependencies. For example, an MSU that
handles the search function of a web application may require
access to state related to the user’s access permissions and
prior requests, both of which may be affected by separate
MSUs. A simple approach is to maintain and access such
state only through a centralized memory store such as Re-
dis. (This model is already becoming widely adopted for
applications deployed as a collection of microservices.) In
Section 6, we sketch a potential solution for coordinating
cross-request state between MSUs in a distributed fashion.
Routing requests through MSUs: As SplitStack dynami-
cally schedules MSUs on multiple physical nodes, control
and data traffic is routed accordingly to ensure that requests
arrive at the correct MSUs, using a “routing table” in each
MSU. For example, when multiple MSUs are created to scale
the processing of a particular functionality (such as handling
TLS key negotiation), the incoming traffic is divided evenly
among these MSUs. SplitStack preserves flow affinity re-
quirements for MSUs whenever appropriate.

3.4 The SplitStack Controller
SplitStack has a central controller that is responsible for al-
locating resources and scheduling the MSU graph at run-
time. Scheduling decisions include the initial and subse-
quent placement of the (instances of the) MSUs on the ma-
chines, the scaling of the MSUs in response to potential at-
tacks, and the assignment of requests to MSU instances. The
controller’s goal is to balance loads across the data center to
meet a certain SLA. By default, our scheduler uses the stan-
dard Earliest Deadline First (EDF) algorithm within each
node for predictable performance.

SplitStack accepts an overall SLA requirement for an ap-
plication in the form of end-to-end latency constraints. In the
software partitioning phase (Section 3.2), SplitStack obtains
the MSU-level deadlines by dividing the end-to-end latency
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constraint among the MSUs along a path of the graph, pro-
portionally to their computation costs.
Cost model. To make resource allocation decisions, the
SplitStack controller needs to know the execution require-
ments of each MSU, in the form of its cost model. Con-
cretely, the cost model for each MSU includes (a) the amount
of computation resource needed to process an input data
item (e.g., a packet or an RPC), (b) the number of output
data items to be transmitted to a downstream MSU, and the
amount of network bandwidth required for each item, and (c)
the effect of the graph operators on the MSU. Since these re-
source requirements can change drastically at runtime, e.g.,
during algorithmic complexity attacks, SplitStack periodi-
cally updates the cost model based on the monitoring in-
formation gathered at runtime. When not provided by the
operator, the computation overhead (i.e., the worst-case exe-
cution time, or WCET [9]) of each MSU and the communi-
cation costs among them can be estimated using either static
analysis of the source code (e.g., using existing timing anal-
ysis tools developed in the real-time community [9]) or pro-
filing (if only binaries are available).
MSU placement. Based on the cost models and individual
MSU deadlines, the SplitStack controller formulates the ini-
tial placement of MSUs on machines and the assignment of
requests to the MSU instances as an optimization problem.
It uses two kinds of constraints: (a) the total utilization of
the MSUs on each core should be at most one, to ensure that
MSUs meet their deadlines; and (b) the resulting total band-
width required on each network link for the communication
among MSUs on different machines should not exceed the
link’s available bandwidth. The optimization objective aims
to, first, minimize the worst-case bandwidth requirement on
a network link, and then minimize the worst-case CPU uti-
lization per machine, so as to balance load across the ma-
chines and network links. When possible, MSUs that are
adjacent in the dataflow graph are scheduled on the same
machine, so that they can communicate using IPC (or even
function calls!) rather than using network messages.
Monitoring and adaptation. At runtime, the controller de-
tects bottlenecks by monitoring the system, using a set of
monitoring agents on each machine. The data is aggregated
hierarchically reduce communication overhead. The agents
keep track a range of critical metrics necessary for the de-
tection of potential DDoS attack, including the fill levels of
the input and output queues, the current CPU load, memory
and I/O utilization on each machine, and the load at each
router. SplitStack reserves a fixed amount of the available
bandwidth for the communication between the monitoring
component and the controller.

When a potential DDoS attack is detected, the controller
invokes the four transformation operators to scale the MSUs,
re-allocate resources, re-assign requests, and update the rout-
ing tables and cost models for the MSUs. Our initial Split-
Stack controller uses a greedy approach – it assigns cloned
MSU instances based on the least utilized machines and net-

work links, while ensuring the two utilization and bandwidth
constraints are satisfied – but we are currently working on
more refined strategies. The controller also periodically re-
balances the load among the data center resources by re-
solving the optimization problem with updated information,
while minimizing changes to the current allocation.

If the controller blindly replicated overloaded MSUs on
random nodes, it could take resources away from other ser-
vices and/or consume additional bandwidth for inter-MSU
communication, which could further aggravate the situation.
Hence, it is essential for the controller to have a global view
and to find solutions that provide good overall performance.

4. CASE STUDY
To validate that SplitStack can disperse asymmetric DDoS
attacks more effectively than naïve replication, we have de-
veloped a proof-of-concept prototype of SplitStack, and we
have conducted a set of experiments on five DETERLab [6]
nodes. Our server-side setup consisted of one ingress node,
and three service nodes; all incoming requests arrive at the
ingress and then get processed on the service nodes. Initially,
only two service nodes were activated – one node ran an
Apache v2.4 web server, and another ran a MySQL v5.7.12
database; the web server was backed up by the database us-
ing a PHP v7.0 framework. In the absence of attacks, the
third service node was idle. The attacker resided on a fifth
DETER node that was connected to the ingress.

In our experiment, the attacker launched a TLS renegoti-
ation attack using the thc-ssl-dos [39] tool, which ex-
hausted the computation resources on the web server node
with frequent TLS renegotiations. To defend against this,
a naïve replication strawman approach replicated one ad-
ditional web server on the idle service node, and balanced
the incoming requests between the two web servers using
HAProxy v1.6.3. SplitStack, in contrast, recognized the TLS
handshake component as the MSU, and replicated only this
MSU. SplitStack enlisted not only the idle service node, but
also the database node and the ingress node; we used this
as a first approximation of the kind of fine-grained replica-
tion strategy SplitStack enables. Therefore, SplitStack repli-
cated three additional components on these three nodes; the
incoming requests were then balanced among the four com-
ponents for the TLS handshaking stage. This was approxi-
mated by launching three stunnel [42] v5.3.4 proxies on
those nodes which help with TLS processing, which then
handed off established connections to the Apache web server.

Note that we are able to create three additional stunnel
instances in SplitStack, as opposed to only one additional
instance of web server in the naïve approach, because the
stunnel component is a lightweight process with compar-
atively smaller memory and computational footprint. Con-
sequently, SplitStack was able to utilize spare cycles on the
database and ingress nodes for running an extra instance of
stunnel, which the naïve approach was unable to do.

Figure 2 shows the comparison between the three different
responses to the DDoS attack: (a) the “no defense” approach
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Figure 2: Comparison of three defense mechanisms.

deployed no additional replication, (b) the “naïve replica-
tion” approach instantiated one additional web server, and
(c) the SplitStack approach replicated three impacted MSUs.
For each setup, we measured the maximum number of attack
handshakes the web service can handle per second. We ob-
serve that naïve replication does help with alleviating the at-
tack – the web service can handle about 1.98 times as many
handshakes per second. SplitStack, on the other hand, can
handle 3.77 times as many handshakes per second; this did
not achieve a 4-times scale up, as one might expect, be-
cause the ingress node spent quite some CPU cycles on load-
balancing the requests. Nevertheless, we can see that Split-
Stack still squeezed out significant computation power from
the remaining CPU cycles. Overall, SplitStack achieved al-
most twice the throughput of naïve replication.

In practice, the improvement relative to naïve replication
depends on the exact setup and could even be considerably
higher than in our experiment. For instance, if we had a
different number of additional nodes or VMs in the web ser-
vice, the improvement ratio would change accordingly. Nev-
ertheless, this initial set of results suggests that fine-grained
replication, as enabled by SplitStack, can be a promising ap-
proach for defending against asymmetric DDoS attacks.

Our current prototype is not yet complete enough to al-
low a meaningful evaluation of SplitStack’s overhead. For
instance, the communication between MSUs can introduce
delay or – if the MSUs are placed on different nodes – create
additional traffic. We expect that a) the overhead will be low
during normal operation, when MSUs will typically share an
address space and “communicate” via function calls, much
like the subsystems of a classical application do today, and
that b) the overhead can be kept low even under attack, as
long as the MSUs have narrow interfaces and the scheduler
takes care to place related MSUs on the same node if it can.
We are currently working on a full prototype that can be used
to answer these questions experimentally.

5. RELATED WORK
Asymmetric DDoS attacks: There are many kinds of asym-
metric DDoS attacks, including ReDoS [1] that uses mali-
cious Regex patterns that take very long for servers to pro-
cess, TLS renegotiation attacks [2] that exhaust CPU cycles
with SSL/TLS requests, HTTP SlowLoris/SlowPOST [37]
that send partial HTTP requests at a delayed rate in order
to occupy server resources, HashDoS [8] that exploits weak
hash functions to create hash collisions, just to name a few.
Existing defenses create specialized solutions for each at-

tack, so a solution for one attack almost never works for an-
other. In contrast, SplitStack uses a single defense strategy
for a wide variety of asymmetric attacks.
Dispersion-based defenses: Dispersing DDoS attacks can
be achieved by load-balancing [35, 31, 29]. For instance,
Ananta [35] proposes a software load-balancing architecture
for high-speed data centers, Pushback [31] and CoDef [29]
can rate-limit traffic to defend against DDoS attacks, etc.
Dispersion can also be achieved by replicating the service
under attack [25, 46, 19]. XenoService [46] replicates web
sites across XenoService servers when they are under attack,
[25] replicates an attacked service to a different location and
confuses attacks by a random shuffling, Botahei [19] dynam-
ically launches more VMs to defend against legacy attacks.
SplitStack is related to both approaches, but it has two ad-
vantages: (a) SplitStack only replicates impacted MSUs, not
an entire stack or service, so it outperforms naïve replication
strategies; (b) SplitStack does not look for specific features
of legacy attacks, so it can handle new attacks with an un-
known attack vector.

6. DISCUSSION
We are currently exploring the following open problems.
Identification of split points. The effectiveness of Split-
Stack depends on a careful software partitioning. Our cur-
rent design adopts a strawman approach that uses cross-layer
interfaces and pre-defined software components as splitting
points; however, there is a rich literature on program par-
titioning [41, 10, 34, 11, 47] that contains a variety of ap-
proaches for splitting monolithic programs into a set of com-
municating components, and that SplitStack can benefit from.
We are also investigating the use of declarative network-
ing approaches [22], which can provide component-based
abstractions for building composable software modules, as
well as control-flow graph analysis [32, 38, 20] and program
slicing [45, 3] to partition legacy applications.
Coordinating inter-dependent MSUs. The current Split-
Stack only supports “siloed” MSUs – i.e., MSUs with no
cross-request dependencies. In addition to exploring cen-
tralized solutions for cross-request state management, we are
investigating the use of SDN features to route state informa-
tion between MSUs involved in a user’s requests. Our goal
is to combine distributed shared memory systems such as
Orbe [16] with SDN routing to ensure causal consistency [4]
of cross-request information among MSUs.
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