FLOW EFFECTS AND MODELING IN GAS-COOLED QUENCHING
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INTRODUCTION

Environmental problems associated with the use of oils and other liquids in quenching of steel have been one of the primary motivators for the increased interest in their replacement by inert gases, such as nitrogen, helium, and hydrogen (cf. Middles et al., 1996). When oil or other liquids are used for quenching, the primary heat transfer mode between the quenched metal and the liquid is boiling, which produces very high heat transfer coefficients. The convective heat transfer coefficients between gas and solid are, however, at least one to two orders of magnitude lower. Consequently, to obtain higher heat transfer coefficients in gas-quenching it is necessary to use high gas velocities, which unfortunately result in severe variations of these coefficients along the quenched surface, and in rather large energy consumption by the gas blowers. The former problem causes nonuniformities in the temperature distribution in the quenched body, with consequently undesirable distortions, residual stresses, and nonuniformities in its mechanical properties (cf. Inoue & Wang, 1985; Späth, 1965; Fletcher, 1989; Thoroddsen & Melander, 1999).

To illustrate the problem, Fig. 1 demonstrates the flow, heat transfer, and nonuniformities as computed by us for the convective-conductive problem (details are in the Section on numerical flow modeling) for cross-flow quenching of a stainless steel cylinder at $1000^\circ$C, with $R = (3.16) \times 10^3$, $Pr = 0.7$, $Bi = 0.66$, and $Fo = 0.22$. The boundary layer thickness from the stagnation point downstream, until separation is seen to occur at about $100^\circ$C, followed by a recirculation zone and wake. $h$ is seen to be, as expected, high in the stagnation region, gradually decreasing downstream as the boundary layer thickens, rising to a maximum in the flow separation region, then decreasing, and further downstream slightly increasing in the wake region.

The primary objective of this study is to examine the effects of the nature of the cooling gas flow on the transient internal temperature distribution in metal during quenching. To that end we first examine generically the effects of nonuniformity of convective heat transfer coefficients on the internal temperature distribution, and then we examine the validity of several $k-e$ turbulent flow models for the computation of these coefficients.

**Figure 1:** Typical velocity ($U$), surface convective heat transfer coefficient ($h$), and internal temperature ($T$) distributions as computed for the cross-flow quenching of a stainless steel cylinder. $T_i = 1200 \text{ K}$, $T_o = 300 \text{ K}$, $\Delta T = 20 \text{ W m}^{-2} \text{ K}^{-1}$, $Re = (3.16) \times 10^3$, $Pr = 0.7$, $Bi = 0.66$, $Fo = 0.22$.

SENSTIVITY OF THE INTERNAL TEMPERATURE DISTRIBUTION TO THE SURFACE CONVECTIVE HEAT TRANSFER COEFFICIENT DISTRIBUTION

The temperature distribution uniformity and the magnitude of the temperature gradients in the quenched solid have a primary effect on distortions and residual stresses. On the path to determining the effect of the cooling gas flow on these undesirable phenomena, it is thus easier and rather useful to first find the sensitivity of these temperature distributions and gradients to the surface heat transfer coefficient distribution. The temperature distributions in two practical body shapes, a long cylinder and a long rod with a square cross-section, subjected to several convective heat transfer coefficient distributions as

...
detailed below, have thus been computed, and the results are shown in Figs. 2 and 3.

In addition, the volume-average of the absolute values of the temperature gradients \( \langle |V_T| \rangle \), the magnitude and location of the maximal temperature gradients \( (V_T)_{max} \), and a heat-treatment figure of merit \( \Gamma = \frac{1}{V_T} \) that we have defined, have been calculated. In heat treatment it is typically desirable to have high overall cooling rates yet low temperature gradients, that is, high values of \( \Gamma \) imply a better heat-treatment process. Similarly, a higher surface-to-volume ratio is more desirable in quenching, and it was raised in this definition to the second power so that \( \Gamma \) would become dimensionless. We note that while temperature gradients have a primary role in generating distortions, residual stresses and problems with the final mechanical properties of the quenched object, due to thermal stresses and peculiarities in the crystalline phase transformations, these undesirable effects are affected by other parameters too. Our analysis that provides a preliminary good insight into the problem, but a full analysis of the conjugate flow, heat transfer, crystallographic behavior, and phase change problem must be conducted for more precise results, and is indeed under way at the Exxon Laboratory and elsewhere (cf. Thubauer & Melander 1993; Bence et al. 1996; Dowling et al. 1996).

Figure 2 shows the conditions and results during quenching of a long cylinder. The \( h \) distributions used are in the first column \((a)\) uniform \( h \) along the surface, at a value comparable to that obtained for practical gas quenching; in the second column \((b)\) values of \( h \) compared by us using the LS-1-G version of the \( h \)-turbulent flow model for \( Re = (3.16) \times 10^5 \). Preliminary with details described in the following section; and in the third column \((c)\) the experimental values of Zahn and Ziegler (1964) for the same conditions.

As expected, a uniform \( h \) produces a uniform temperature distribution in the fully symmetric body cross section. Regions of lower \( h \) (such as in 60-90° in Fig. 2b and 70-90° in Fig. 2c) produce regions of smaller internal temperature gradients, while regions of higher \( h \) (65°-105° in Fig. 2b and 115° in Fig. 2c) produce regions of higher internal temperature gradients. Notably, internal temperature gradient asymmetries are generated by the nonuniformities in \( h \). In addition to the magnitude of the temperature gradients, such asymmetries, if sufficient strength, would give rise to distortion.

The quenching figure of merit \( \Gamma \) shows small but physically consistent changes between the different \( h \) distributions; \( \Gamma \) increases with increased uniformity of \( h \), and decreases with time. The maximal gradient \( (V_T)_{max} \) is located on the cylinder surface at \( \phi = 120^\circ \) for the experimentally obtained values of \( h \) (Fig. 2a), and at \( \phi = 100^\circ \) when the \( f \) is predicted by simulation (Fig. 2b). It increases significantly with the nonuniformity of \( h \) by up to 56% in the considered range of parameters, as compared with the uniform \( h \) distribution. From the relatively small increase in nonuniformity due to numerical model inadequacy (comparing Fig. 2b and 2c) it seems to cause an increase of up to 28% in \( (V_T)_{max} \).

Preliminary numerical analysis of cross flow of gas over hotter prismatic objects (such as the rod of rectangular cross section in Fig. 3) have indicated that \( h \) in many cases tends to be lower near the corners (where separation occurs) occurs than at the center of each face (stagnation). We have thus applied three somewhat arbitrary distributions of \( h \) to a steel bar of rectangular cross section, a linear one (Fig. 3b) and a quadratic (Fig. 3c) which follow this pattern, and a uniform \( h \) (Fig. 3a) for comparison. For simplicity, the heat conduction analysis was performed at only 1/8 of the cross section, with each vertical line in Fig. 3 being half the centerline of the corresponding square. The average magnitude of \( h \) in all cases is a practical 300 W/m²K.

In general, \( \Gamma \) behaves in a very similar way to that calculated with the cylinder. It is the highest for the uniform \( h \) (Fig. 3a), lower for the linear distribution of \( h \) (Fig. 3b) and lowest for the quadratic distribution of \( h \) (Fig. 3c). \( (V_T)_{max} \) is also located on the surface, always at the center of the face, is also lowest for the uniform distribution of \( h \), but is highest, by 3.5-fold, for the quadratic distribution of \( h \).

Probably the most notable observations from the analysis are (1) it is expected and in contrast with the cylindrical cross section, the nonuniform \( h \) are not parallel to the body contour, creating different temperatures and gradients along the surface even for a uniform \( h \), and (2) while a uniform \( h \) makes the corners coolest, application of the more realistic distributions of \( h \) reverses this behavior by making the corners warmest. The temperature gradients are smaller at the corners in both cases. Hence, it is expected that the highest distortions and residual stresses exist from the corners to the center as the \( h \) changes from uniformity to the realistic nonuniformities considered here.

EXAMINATION OF NUMERICAL FLOW MODEL SUITABILITY

To obtain the high heat transfer coefficients needed for quenching, high velocities and pressures are modeled, resulting in flow Reynolds numbers of 10^7-10^8. The flow is thus highly turbulent, and furthermore goes through separation and formation of complex wake-type regions. In typical quenching furnaces the approaching flow is anisotropic and contains some degree of turbulence already. Modeling and understanding these significantly complicated further by the fact that in many cases the quenched objects are stacked in some manner in baskets or on grids, with vales from one forming the upstream flow of the other.

In an effort to identify a reasonable way for predicting the distribution of \( h \) along the body surface, we have focused on several variants of the model (cf. Launier and Spalding, 1974), which is currently probably still the only practical model for solving turbulent flow problems in realistic applications. At the same time, some of these models often account reasonably well for some of the overall flow parameters such as the pressure coefficient, and others have found that they typically produce large errors in the prediction of the \( h \) distribution. Low-turbulence modeling is only applicable in high \( Re \) regions, and it must be modified in regions close to the wall where the local Reynolds number is low. Further difficulties are known to occur in separated and reattaching flow regions (cf. Patel et al., 1985, Heywood and Pollard, 1990).

A popular method to render the \( h \)-model useful near the wall is the Low Reynolds Number Modeling, exemplified by the Launier and Sharma (1974) model (LS). Yap (1987) has proposed a modification to the LS model (LSY) to improve the prediction in flows with adverse pressure gradients. It is known that this model
\[ q_f, W = 378 \]
\[ \left[ \frac{\text{RT}}{Km^3} \right] = 3790 \]
\[ (\text{V}T)_{\text{max}} . Km^3 = 151922 \]
\[ \Gamma = 22.197 \]

\[ q_f, W = 701 \]
\[ \left[ \frac{\text{RT}}{Km^3} \right] = 8790 \]
\[ (\text{V}T)_{\text{max}} . Km^3 = 12245 \]
\[ \Gamma = 17.903 \]

\[ q_f, W = 572 \]
\[ \left[ \frac{\text{RT}}{Km^3} \right] = 2110 \]
\[ (\text{V}T)_{\text{max}} . Km^3 = 16004 \]
\[ \Gamma = 17.200 \]

Figure 2: Comparison of the transient temperature distributions inside a stainless steel cylinder at \( T_{\text{in}} = 1200K \), for \( h \) distributions: (a) assumed uniform, (b) computed by \( q_f \), for nitrogen at 10 bar, 300 K, and (c) experimentally-obtained (Zahariades and Zhang, 1984). Figures 2b and 2c are during cross-flow quenching by water. \( Re = 1.10^{10} \), \( Pr = 0.7 \), \( k_f = 20 \text{ W m}^{-1} \text{K}^{-1} \), \( \alpha = 0.65 \).
Figure 3: Comparison of the transient temperature distributions inside a stainless steel square rod at $T_0 = 1200$K, $k = 20$ W/m$^\circ$K, $R = 0.45$, for given $h$ distributions: (a) uniform, (b) linear, and (c) quadratic. As sketched in the inset, 1/8 of the rod cross section is shown, with the vertical line being its centerline.
predicts well flows in which the transition is close to the forward stagnation point. Further modifications, proposed by Cho and Goldstein (1992) (LSY-CG) with particular concern for recirculating flows, include employment of the Ysp correction term but only when it is positive, thus avoiding the physically unreasonable possibility that dissipation may be negative. A brief summary of these corrections, all having been confined to the turbulent term $E$ in the LS dissipation equation (cf. Heyrich and Pollard, 1996, eq. (7)), is given in Table 1.

### Table 1: Differences between the three $k$-$\varepsilon$ models compared here.

<table>
<thead>
<tr>
<th>Model</th>
<th>$E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>$2\mu_p\left(\frac{\partial u}{\partial y}\right)\frac{2u}{\partial x}$</td>
</tr>
<tr>
<td>LSY</td>
<td>$2\mu_p\left(\frac{\partial u}{\partial y}\right)\frac{2u}{\partial x} + 0.83\frac{\varepsilon}{k}(d-1)d^2$</td>
</tr>
<tr>
<td>LSY-CG</td>
<td>As LSY but 2nd term used only if $d &gt; 0$</td>
</tr>
</tbody>
</table>

where $d = \frac{k}{\varepsilon}$$\alpha_{y_p}$.

The numerical analysis was performed by using the commercial finite difference code CFX (AEA Technology, 1994). The object chosen was a cylinder, for which experimental data is available for comparison. The test for the computations was chosen to be one in which the flow is steady, with a low freestream turbulence of 1.2%. A graduated grid, with at least 80 points in the boundary layer region, as recommended in the literature, was chosen. Convergence was checked by (1) iteration until the residuals were reduced 1000-fold, and then (2) grid independence was checked by changing from the second-order scheme to a first-order one. If then the residuals did not change and continued to diminish, the grid used was considered to be satisfactory.

Figure 4 shows the comparison of the distributions of $h$ as computed by these three turbulent flow models and obtained experimentally by Zukaunakis and Zielzka (1984). The commercial LS model predicts $h$ reasonably well from stagnation to about 90° but overpredicts it significantly (up to about 500%) further downstream, especially in the separated wake region. The LSY model, on the other hand, overpredicts it significantly upstream, up to approximately the separation point but gives results which are within about 10% from the experimental ones in the wake region. The LSY-CG model in overall the best of the three, with the same accuracy as the LS model up to 90° and with an underprediction of up to about 40% in the separated flow region.

Models of turbulent flows over solid bodies are often judged by their ability to predict certain characteristic flow parameters. We have confirmed that the errors which the models produce in predicting the pressure coefficient are significantly different from those they produce in predicting $h$. Overall, the LSY-CG model was still to be the best among the three models compared even in predicting the pressure coefficient.

**CONCLUSIONS AND RECOMMENDATIONS**

- The magnitude of the maximal temperature gradient in the quenched body is highly sensitive to the local magnitude of the convective heat transfer coefficient $h$.
- The maximal temperature gradients occur on the body surface, where $h$ is maximal.
- The temperature distributions and gradients in the quenched body can be controlled by flow manipulation.

- Two of the most popular $k$-$\varepsilon$ models we have examined, LS and LSY, have produced unacceptably large errors in the distributions of $h$ around an cylinder in highly turbulent flow; the third one we have adapted, LSY-CG, predicts it much better overall but still has local errors of up to 40% which occur in the separated region. This error remains significant since, as shown with the cylinder, even a relatively small increase in temperature due to numerical model inadequacy is seen to cause an increase of up to 25% in $\dot{Q}_{heat}$.

- It is encouraging that there we have been able to adopt a $k$-$\varepsilon$ model (LSY-CG) which predicts $h$ distributions with errors acceptable for at least (rough) estimation of the interior temperature profiles, but further search for and development of turbulent flow and heat transfer models which reduce the prediction error is recommended.

- It was not possible to foresee the $h$-prediction accuracy of these $k$-$\varepsilon$ models by the knowledge of their accuracy in predicting flow parameters such as the pressure coefficient: the errors which they produce in predicting these heat transfer and flow parameters are significantly different.

**NOMENCLATURE**

- $A_b$ surface area of the quenched part, $m^2$
- $Bi$ Biou number, $= hL/c$
- $C_L$ length scale constant in $E$
- $E$ the additional term in the turbulence dissipation equation
- $F_r$ Péclet number, $= \rho c_p L^2$
- $h$ local surface convective heat transfer coefficient, $= \frac{\dot{Q}_{heat}}{A_b \Delta T_{inj}}$, $W/m^2 K$
turbulent kinetic energy, m²/s²
ks thermal conductivity of the solid, W m⁻¹ K⁻¹
Lc side of the square rod, m
characteristic dimension of the body, R for the cylinder,
L2 for the square rod
Pr Prandtl number for the gas, v/k:
W/D the overall convective heat loss from the surface, W
local convective heat flux at the solid surface, W m⁻²
r radius, m
R radius of the cylinder, m
Re Reynolds number, uL/v
T time, s
Tc temperature, K
Tg temperature of the cooling gas, K
T0 initial temperature of the solid, K
Tu The local temperature at the solid surface, K
coordinate normal to the solid surface, m
u the velocity component in the free stream direction
v the velocity component in direction perpendicular to u
w the upstream inlet velocity, m/s⁻¹
U dimensionless velocity, (u² + v²)⁻¹/²
V volume of the quenched part, m³
DT the local temperature difference between the solid
and the fluid, °C
Tmax, Tmin the dissipation variable used in the k-ε model, m²/s⁴
Γ a heat treatment martix number,
T crush
<ν> the molecular dynamic viscosity, kg m⁻¹ s⁻¹
<µ> the turbulent dynamic viscosity, kg m⁻¹ s⁻¹
ρ kinematic viscosity of the gas, m²/s
(ν)max maximal temperature gradient in the solidox. K m⁻¹
(ν)max the volumetric average of the absolute temperature
gradients in the solid, = 1/V · (ν)max, K m⁻¹
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