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Thermodynantics is founded on a number of axioms, laws that have not been proven in a general sense ‘

but seem to agree with all of the experimental obser?aa{m‘é r:;f natural phenomena conducted so far,
Most commonly, these axioms are formulated under thé namés of the first, second, third, and zeroth
laws of thermodynamics, but other axiomatic deﬁnmons have been formulated and shown to be equally
successful [see Callen, 1985]

The first law of thermodynamics is a statem&nt of energy coﬁservaﬁon, mathemamcaﬁy prmfidmg an
snergy-acmunUng equation useful in the analysm of thermodynamic systems and generally enlightening
us about energy conservation and the axiom that, as far as energy is concerned, one cannot get something
for nothing. It does not, however, provide guzdance about the dlrectmns and hmltatlons of the work,

- beat, and other energy conversion interactions in the process under consideration, For example, the -

assignment of an amount of heat (pcsmve or negative) in a first law equatmn is not f;();ldltlorwé on
whether that amount of heat is delivered from a low-temperature source to.a hlghutemperature one or
vice versa; heat, work, and other forms of energy are sreamd as having the same thermodynamic qt_.lahty,
and there is no restriction on how much of the heat input f:ould be converted into work as long as overall
energy conservation is maintained. The second law provides these types of guidance and *:has more
strongly distinguishes thermodynamics from its subset branches of physics, such as ‘mechanics.

Several competing statements and practical corollaries of the second law have been develoyesd over
 the years, They are all consistent with each other. Those that have more rigor and generality are also
Eypically somewhat more obscure to the pzactitloner, whereas those that are stated in simpler and more
Practical terms, though still correct, do not encompass all possible processes.

The best known statement of the second law is the Kelvin~Planck one: “It is impossible to construct
an engine that, operating in a cycle, will produce no effect other than the extraction of heat from a single
Teservoir and the performance of an equivalent amount of work.” If such an engine, depicted in Figure
46.1(a), would be feasible, the produced work could then be returned to the reservoir. As a consequence
of these operations, the reservoir, originally in equilibrium, is now in a new state, whereas the engine
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FIGURE 46.1 Comparison of power cycles (a) disallowed and (b} allowed by the second law: (a} a perpetual motion
machine of the second kind {PMM2}; (b) allowed power cycle.

(being cyclic) and the environment have not changed. Since a system in equilibrium (here the reservoir)
i can only be disequilibrated as a result of a change in its environment, the only way to satisfy the second
* law is by denying the possibility of a so-called perpetual motion machine of the second kind (PMM2) that,
after having been started, produces work continuously without any net investnient of energy. Rephrased,
the Kelvin-Planck form of the second law thus states that a PMM2 is impossible, and, most notably, that
a given quantity of heat cannot fully be converted to work: the heat-to-work conversion efficiency is
) always lower than 100%. Strikingly, no thermodynamic efficiency restriction exists m the opposite
direction of the process: work energy can be fully converted into heat.
A work-producing cyclical engine that does not defy that second law is depicted in Figure 46.1(b).
L ~ Besides making work, it has an effect of rejecting a portion of the heat gained from the heat source
reservoir to a heat sink reservoir. This heat rejection causes an equivalent reduction of the amount of
work produced, as dictated by the first law. :

Another useful statement of the second law was made by Clausius: “It is impossible to construct a
device that operates in a cycle and produces no effect other than the transfer of heat from a region of
lower temperature to a region of higher temperature.” If such a device, depicted in Figure 46.2(a), would
be feasible, it would allow the transfer of heat from colder to warmer regions without any investment of

work, Combined with the cycle of Figure 46.1(b}, it would then:

; 1. Allow the operation of a perpetual motion machine

5 2. Allow the operation of refrigerators that require no work investment, and

3. Defy-the empirical laws of heat transfer, which insist that heat is transferred only down the
temperature gradient ~— from hot to cold regions — and not in the opposite direction

A cooling cycle that does not defy the second law is depicted in Figure 46.2(b). In addition to cooling
(taking heat from) the lower-temperature reservoir and delivering that amount of heat to the higher-
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FIGURE 46.2 Comparison of conditions under which heat flow from low temperature to a higher temperature is
{a) disallowed and (b} allowed b};" the second law: (a) heat flow from low to high ternperature disallowed by the
second law if the system environment does not change; (b) heat flow from low to high temperature allowed by the
second law if work is supplied from the environment.

temperature reservoir, it has an effect of requiring some work from the outside, with an. equivalent
Increase in the amount of heat delivered to the high-temperature reservoir, as dictated by the first law.

Two of the most rigorous statements of the second law are given as follows. Carathéodory proposed
that “In the neighborhood of a state of a system there are states the systemn cannot reach through adiabatic
processes” {Hatsopoulos and Keenan, 1965]. Furthermore, “A system having specified allowed states and
an upper bound in volume can reach from any given state a stable state and leave no net effect on the
environment” {Hatsopoulos and Keenan, 1965]. As explained already, it can be proven that these state-
ments of the second law are fully consistent with the previous ones, in essence pronouncing axiomatically
here that stable equilibrium states exist, A rudimentary exposition of the link between this statement and
the impossibility of a PMM2 has been given in the preceding, and further clarification is available in the
cited references.

46.1 Reversibility

After the disturbing second law statement that heat cannot fully be converted into work, the next logical
question concerns the maximal efficiency of such energy conversion. It is obvious from the first law, and
even just from operational considerations, that the most efficient heat-to-work conversion process is one
that incurs minimal diversions of energy into paths that do not eventually produce work. In a generalized
heat-to-work conversion process such as that in Figure 46.1(b}, its components are two heat reservoirs
at different temperatures, some type of device that produces work when interacting with these two heat
reservotrs, and a sink for the produced work. It involves two heat transfer processes {one {rom the hot
reservoir o the device, and one from the device to the cold reservoir), some heat-to-work conversion
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process inside the device, and a work transfer process from the device to the work sink, Losses inn the
amount of energy available for work production occur in practice in each of these processes. The most
obvious from operational experience is the loss due to possible friction in the device, in the transfer from
it to the work-sink, and in any fluid flow associated with the process, Friction converts work into heat
and thus diminishes the net amount of work produced. From another vantage point, the force used to
overcome friction could have been used to produce work.

Many other phenomena, somewhat less operationally apparent, may also cause such losses. For exam-
ple, it is easy to show that any heat transfer across a finite temperature difference causes a loss in the
ability to produce work: if, as illustrated in Figure 46.3(a), the device producing work W is at the
temperature T, where T, < T; < T),, one could have conceivably incorporated an additional heat-to-work
conversion device between each of the two heat reservoirs and the original device, as shown in Figure
46.3(b}, and produced more work {W + W, + W) than the system shown in Figure 46.3(b). These losses
approach zero when the temperature differences between the heat reservoirs and the respective regions
of the device with which they have a heat interaction alse approach zero.
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FIGURE 46,3 Power production with reservoir-engine heat transfer across finite temperature differenceés, T < T, <
Ty (a) work produced is only Wi (b) work produced is W+ W, + W,
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FIGURE 46.4 Illustration of the appreach to revers;blhty' (a) abrupt expa%ﬁsnon Wai‘h no nght raise, no useful
work production {highly 1rrever51bie pmcess), (b) gradugi expan.swn w1th We:zgixt ralse, sorme usefui Wark production
(more reversible process).” o "

Having established that temperature difference {or more strictly, temperature gradient) is a thermo-
dynamic driving potential for work production, one can easily recognize that there are other thermody-
namic potentials for work production, such as pressure gradients {piston engines and turbines, for

example), concentration gradients (batteries and fuel cells), and electric potential gradients (electric

motors). Analogous to the arguments presented for losses due to finite temperature differences, it is easy
to recognize that similar losses occur due to phenomena such as unrestrained expansion, the mixing of
two different substances, the diffusion of a single substarice in a mixture across a finite concentration
diffcrence, and the passage of current across an electric potential gradient, all when unaccompanied by
commensurate production of work. -

It is interesting to note that the wefkwproductiou losses due to all of these processes approach zero if
the respective thermodynamic driving potentials approach zero. Furthermore, processes that proceed
toward the new equilibriumn state due to the influence of a succession of such infinitesimally small driving
potentials can in the limit also be reversed in direction wﬂhout any reszduai change in the system and
its environment, A good example is a frictionless system in which some amount of gas confined in a

. cylinder is held at a pressure larger than the ambient pressure by means of a piston loaded down with a
weight, as shown in Figure 46.4(a). To szmpilfy the example, let us also assume that the $ystern is originally
at ambiént temperature and that it is. perfectiy thermally insulated from the environment. Let us judge
the ability of the system to do work by the height that it can lift some weight. If the wmghi: is effortlessly
slid to the side (in a direction ger;aendlcular to gravity), the piston would pop up to the new force
. equilibrium state, under which the gas has expanded to a higher volume and lower pressure and tem-
Perature, but since the weight has remained at its original level the system has performed no useful work.
The reversal of the process to bring the systern and the environment to their original condition cannot

S otiginal state. This is an example of a process at its WOrst—— pmducmg no useful work and characterized

done, because work would have to be supplied for that purpose from the environment, thus changing
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by a large (finite) driving force and by irreversibility. Some engineering ingenuity can improve the
situation vastly, in the extreme by replacing the single weight with a very large number of small weights
having the same total mass as the original single weight, say a pile of fine sand grains [Figure 46.4(b)].
Now we effortlessly slide one grain to the side, resulting in a very small rise of the piston and the
production of some usefulwork through the consequent raising of the sand pile sans ore grain. Removing
one grain after another in the same fashion until the last grain is removed and the piston rests at the
same equilibrium height as it did in the previously described worthless process will, as seems obvious,
produce the most useful work given the original thermodynamic driving force. Furthermore, since the
movements of the piston are infinitesirnally small, one could, without any residual effect on the envi-
ronment, slide each lifted grain of sand back onto the pisten slightly to recompress the gas and move
the piston down a little to the position it has occupied before its incremental rise.

Generalizing, then, reversibility is synonymous with highest potential for producing useful work, and
the degree of process inefficiency is proportional to its degree of irreversibility. The example also illustrates
the practical impossibility of fully reversible processes: the production of a finite amount of work at this
maximal efficiency would either take forever or take an infinite number of such pistons, each lifting one
grain at the same time (and frictionléssly at that). Practical processes are thus always a comprsmme
between efficiency, rate, and amount of equipment needed.

46.2 Emropy | ‘_ | :

Like volume, temperature, pressure, and energy, entropy is a property s:haractertzmg ‘thermodynamic
systems. Unlike the other properties, it is not operationally and intuitively understood by novices, a
situation not made simpler by the various approaches to its fundamental definition and by its mm’easmg
cavalier metaphysical application to fields as disparate as information theory, social science, economics,
religion, and philosophy. Let us begin with the fundamental, prosaic definition of entropy, S, as

3Q o | | E
ds= [TL . - (46.1)

showing that the differential change in entropy, 45, in a process is equal to the ratio of the differential
amount of heat interaction, 8@, that takes place if the process is reversible and the absolute temperature,
T, during that process. For a finite-extent process between dxermodmalmc statet; 1 and 2, Equation {fié 1)

can be integrated to give .
5,-$ uf(?ﬂ) )
8= T - led)

It is noteworthy here that, since entropy is a property and thus umqueiy defined at states 1 and 2, the
entropy change between these two states is always the same, whether the process is reversible or 1rr¢versxble

Entropy values of various materials are available in the literature: most books on thermodynamlcs and
chemical and mechanical engineering handbooks include valués of the entropy as a function of temper-
ature and pressure; an extensive source for gas properties particularly related fo high-temperature pro-
cesses are the JANAF tables [Stull and Prophet, 1971]. The entropy values are given based on a common
(but somewhat arbitrary) reference state, and its units are typically kJ/kg K, Btu/lb R, or kl/kmol K if a
molar basis is used. Although not used much in engineering practice, the fundamental reference state of
entropy is 0 K, where according to the third law of thermodynamics the entropy tends to 0.

If the process between states 1 and 2 is irreversible, then

CE o f ],m (T) - (46.5;'

UV




and it can De shown by using the second law that

s, - 5>I (5;}3} i (46.4)

where the equality sign applies to-reversible processes and the inequality to irreversible ones. Conse-
quently, it can also be shown for isolated systems (i.e., those having no m‘ieracnans with their environ-
ment) that

é”giscia:edsystemz 0 (46~5)
where again the equality sign applies to reversible processes and the inequality to irreversible ones, $ince
-a thermodynamic system and its environment together form an isolated system by definition, Equation
, (45 3) also states that the sum of the entropy changes of the system and the environment is 2 0.

' 1p another axiomatic approach to thermodynamics [Callen, 1985], the existence of the entropy prop-
erty is introduced as anaxiom and not as a' derived property defined by Equation {46.1}. It is basicall¥
postulated that, out of all the new equilibrium states that the systerm may attain-at the end of a process;
- the one that has the maximal entropy will be realized. Equation (46.1) and other more familiar conses
quences of entropy are then derived as corollaries of this maximum postulate.

Equation (46.5) and the other atiributes of entropy lead to several eminent mathematical, physical,
and ‘other consequences. Mathematically, the inequality Equation (46.5) indicates that many solutions
may exist, which are bounded by the equality limit. In other words; out of all the new states 2 that an
isolated system-starting from state 1 can reach; only those at which theisystem entropy is larger are
allowed; a unique (but practically zznzeachable) state 2 can be:reached with no entropy. change if the
process is:reversible. Also as a mathematical. €gnsequence, the entropy raaximum prmm;sie a}lcws the
“establishment of the following equatmns, SR SR C I T : R

dS 0 3nd dZS«:(; atstatez L _ (46.6)

Among the physical consequences, the reversible isentropic process provxdes a unique limit on process
path, which also results inmaximal efficiency. Also, the fact that the entropy- of real isolated systeffis
always rises provides guidarice about which new states may be reached and which ‘may not: Through
some operational arguments, but primarily by using statistical mechanics on the molecular level, entropy
was shown to be a‘measure of disorder. This supports the observation’that isclated systems iindergoitig
any process becomie less orderly; mess increases unless an’external agént s employed to make ordes;-all
_consistent with the entropy increase law, Profoundiy, entropy is thus regarded to be the scientific indicator
of the direction of time — “the arrow of time,” after Eddington. The inevitable increase of disorder/
entropy with time has led to deeper questions about the origin of the world:and.indéed-of time:itself,
about the future of the universe in which disorder continuously grows, perhaps to a state of utter disorder
(L.e., death), and has raised much philosophicai discourse related to these .issues: Significant attempts
have been made to relate entropy and the second law to almost any human endeavor, incuding com-
mumcamons, economics, pshucs, sociai sacnce, and raizgien (Bazarov f1964] and Gee{gescu Rt}egen
[1971] ameng many), not aiways ina 5c1ent1ﬁcally convmcmg manner.

I

463 The Second Law for Bulk Flow . . .

Baséd on Equation (46.4}, the entropy of 2 fixed amount of mass (which, by definition, does not givé
mass to its environment or receive any from it} receiving an am&uﬂt 3@ of heat from a heat reservoir
will f:hange as




46-8 : The Engineering Handbook, Second Edition

{ oo
Contro
- volume MeSg
N /M

FIGURE 46.5 Entropy accounting for s control volume.
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The-amount of entropy produced in the mass due to reversible heat transfer from the reservoir is 8Q/T,
and, according to the second law as expressed by Equation (46.4) and Equation (46. 5) the amount of
entropy produced due to the inevitable internal process irreversibilities, o, is : -

cmdsé_i?::ﬂ e

- Addressing a transient and more general case, shown in Figure 46.5, the rate of entropy generation
due to irreversibilities (&) in a given control volume that has (1) work, heat (@), and diffusion (mass
transfer) interactions of k species with its environment, and (2) bulk molar flows (N, moles/unit time)
incoming (subscript ) and exiting (subscript &), can be expressed by simple entropy accounting as

E;S—t - W“Z[ZNkSEJ +2[2Nk$k] ZEN,&: kd oJc'”O _ ‘(4‘6'9')

where 1 is time, ds_/dt is the rate of entropy accumulation in the control volume, subscript j is the number
of heat interactions with the environment, s is the spedfic molar entropy (entropy per mole), and
subscript o refers to the conditions of this environment. Equation (46.9) expresses the fact that the entropy
of this control volume changes due to heat interactions with its environment, due to the transport of
entropy with entering and exiting bulk and diffusional mass flows, and due to internal irreversibilities
{work interactions do not change the entropy). :

46 4 Apphcatwns

D:u:ectmn and Feasibility of Pmcesses

Comphame wath the second law is one of the criteria applied to examine the feasfbﬂlty of pmpssed
processes and patents. For example, we will examine such {:ompllance for a steady-sta&: combustion
process in which it is proposed that methane preheated to 20°C be burned with 20% excess air preheated
to 200°C in a leak-tight well-insulated atmospheric-pressure combustor, Since the combustor is isolated
from its environment, compliance with the second law will be inspected by caleulating the entropy change
in the reaction ' ' :

CH, +240, +9.024N, > CO, +7H,0+9.024N, +040. (46.10)
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TABLE 46.1 Analysis of a Methane Combustion Reaction

] £ "a

Moles  yip T klikmol IKfkmol h =kT,p) HILp = aa a kifkmol
1 atm K -K ‘K kJ/kmol Klfkmiol  klfkmol kFkmel  CH,
Reactant . '

' CH, 1 00805 353 2135 186.3 ©-74900 0 72,854 830,745 824,685 824,685
Q, 2.4 0.8932 473 1326 2050 it 5309 ~§29  -3036  --7286
N, 9.024 07263 473 2078 1915 G 5133 102 174 1588 -
Y e 12424 10000 £18,984

Product
co, B 4 00805 2241 3162 2137 393,800 -286970 1333:;55 90,140 90,140
O, 04 0.0322 2341 2731 2050 i 68,492 -4368 43,639 17,458
N, 9024 0.7263 2241 2581 - 1915 0 64,413 =102 45,060 406,623
HO{(v 2 01610 2241 2703 1887 242,000 157,790 4138 64,031 128,062
Ppoturs 12424 1.0000 _ ' 642,281

Note: Diead stater p, = 1 atm, T, = 298 X; atmmospheric composition {molar fractions): N, = 0.7567, (3,= (.2035,
H,0 =0.0303, CO, = 0.0003.

where it may be noted that the number of moles of air was adjusted to reflect 20% excess air and that
the excess oxygen and all of the nitrogen are assumed to emerge from the combustor unreacted. The
entropy change can be expressed by using Equation (46.9), which for this problem is reduced to

GmZns —Z?’!S | | ' {46.11)

where the subscripts p and r refer to the reaction products and reactants, respectively, #, is the mumber
of moles of species 1, evident from Equation (46.10), and s; is the molar entropy of species i, to be found
from the literature based on the temperature and partial pressure.

The calculation procedure is outlined in Table 46.1, and further detail can be found in several of the
references, such as Howel! and Buckius [1992). The partial pressures of the participating species are easily

“determined from the molar composition shown in Equation {46.10). The temperature of the reactants

is given, and that of the reaction products exiting the combustot, T, is calculated from the first law,

‘where the enthalpies of the species, which are primarily dependent on the temperature, are obtained
from reference tables or correlations. In this case it is found that T, = 2241 K. Based on this information,

the entropies of the species are either found in the literature or calculated from available correlations or
gas state equations. The results are listed in Table 46.1, which contains, besides the entropy values,
additional information that will be used in another example later.

Application of these results to Equation (46.11) gives

0=[1(316.2)+0.4(273.1)+9.024(256.1) + 2270.3)} h
~[1(213.5)+2.4(232.6)+9.024(207.8)] (46.12)

=630.2 k] f(kmol K}>O
thus proving compliance of the pmposed-,faaction with the, second law and not deﬁyiﬁg its feasibiﬁty.elt
may be noted that such compliance is a necessary but not always sufficient condition for proving actual

precess feasibility; additional t:ﬂ}nchtmns, such as the existence of a spark in this example, may also be
needed.
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" FIGURE 46.6 The Rankine cycle example: {a) the Rankine power cycle; (b) temperature- ammpy diagram of the

Rankine cycle.

Process Elficiency

Since zever&zble {zsentrepzc for welated Systerns) pm{:egses have maximal work-producing efficiency, ﬂlf:}?
are often used as the basis for comparison in the definition of real process efficiencies, defined for work—
producing processes (turbines, engines, etc.) as

My, = (46.13)

where 1, is the so-called “isentropic efﬁczeﬁcv,”subscrzpt p fefers tothe work produced, and ;3, is to the
work that would have been produced if the process was isentropic. For work-consuming processes (such
as pumps, fans, etc.}, the isentropic efficiency is defined as

M= (4619

Wh\ere subscmpt ¢ refers to the werk consumed in the process and c, is to the work that would have been
consumed if the process was isentropic.

For example, the isentropic efficiency of the tmbmﬂ in the simple Rankine cycle shown in F;gure
46.6(a} and qualitatively charted on the tcmpemture-entmpy (T-8) diagram of Figure 46.6(b), in which
superheated steam expands from the pressure p; = 350 kPa to the condenser pressure p, = 7 kPa, would
be calculated using Equation (46.11) as follows. If the expanision from p, to p, could have been performed
isentropically (i.e., reversibly in this case), the turbine would have produced the maximal amount of

‘work, with the expansion of the stcam terminating on the intersection points 4, of the p, isobar and the

isentrope descending vertically from point 3, with 5, =3, Having thus the values of 5, and p, allows
the determination of the enthalpy, &, , shown in T&bie 46 2 {only the patameters in bold in this table

. would be addressed in this example). &ss&mmg that the differences between the inlet-to-exit {states 3

and 4 in Figure 46.6) elevations and kinetic energies of the steam are negligible compared to the respective
enthalpy difference and that the turbine does not. exchange heat: with its environment, the isentropic

work W, can be calculated from the first law equation for the turbine control volume, reduced to
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TABLE 46.2 Data for Figure 46.6

State  pkPa  TK s kikg K  h kikg alikg R klkgfuel g, kiikg fud
‘ The Steam/Water Loop - | )

i 7 313.23 0.5590 163,35 1;36 2260.4 - 18,8

2, 250 312.23 0.5590 163.70 .71 22653 23.6

2 350 312,38 0.56406 163.87 140 2267.6 9.3

3 350 78IS 82798 350600  10342.05 48,515.7 ‘ 14,4}9,‘8's
2, 7 313.15 8.2798 2573.50 109.55 35,6118 1515.%
4 7

367.25 8.5821 2676.10 122,02 37,031.7 1688.5

: "The Fuel, Air, and Stack Gas
101 29815 - HHV =30,019.00 g, 7 51,762.00 56,019.0 51,7920

5
6. 101 298.15 6.6999 295.03 ~0.70 GIER.] ~144
7 101 423,15 7.3388 459.81 7940 9929.0 1714.5

Note: Dead state: p,= | atm, T, = 298 K. Atmospheric composition {molar fractions): N, = 0.7567, O,
=0.2035, H,0 = 0.0303, CO, = 0.0003.

Wi =h—h,, . (46.15)
In actuahty the expansion is irreversible. The second law tells us that the entropy in the process will
mcrease, with the expansicn terminating on the same isobar p,, but at a point 4 where 85, >8,=5,,
which is indeed true in this example, as shown in Table 46.2. The work produced i in this process, W, is
again calculated from the first law:
W, =h, —h, (46.16)
Using Equation {46.13) and the enthalpy vakzes listed in Table 46.2, the lssntropzc efficiency in this
example is :

n Ly hy 3506026761
“ ho—h,  35060-25735

El 4

=0.89 - {46.17)

¥

Although not shown here, the dasa in Figure 46.6 include calculations assuming that the isentropic
efficiency of the pump is 0.7, State 2,in Figure 46.6(b) would have been reached if the pumping process
starting from state 1 was isentropic; using Equation (46.14) and the given isentropic efficicncy of the
pump allows the determination of state 2 attained by the real ;}rocéss {note that states 2, 2, and 3 are
here all on the same 350 kPa isobar), where s, is therefore greater than s,

Although isentropic efficiencies as defined here have a reasonable rationale and are used widely,
important issue has been taken with their fundamental usefulness. Using Figure 46.6(b), it can be argued
that a better definition of such efficiency (to be named effectiveness, €) would be given if the work W,
actually produced, say in the expansion 3—4, (W, ;). [the same as the' W, used in Equation (46.14)},
was compared with the work that would have been produced if the expansion from 3 to 4 was reverszble

{( W, ,H):mm“ble}
¢ = { T pae }actual . ) _ {46 18}
( FEN )rmmbie '

rather than comparing it to work that would have been ébi‘aiined'iﬁ' the isentropic expansion ending at
4 state 4,, which does not actually exist in the real process. An example of a deficiency of the isentropic
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efficiency (11,) compared with the effectiveness (£) is that it does not give credit to the fact that the steam
exiting the turbine at state 4 has a higher temperature than if it had exited at state 4, and thus has the
potential to perform more work. This is especially poignant when, as usual, additional stages of reheat
and expansion are present in the plant. This reasoning and further comments on effectiveness are given
in the following section. '

Exergy Analysis

Based on the second law staternent that only a fraction of heat energy can be converted into work, a very
important application of the second law is the analysis of the potential of energy to perform useful work,
that is, the examination of the “quality” of energy. To lay the grounds for such analysis, let us address
for simplicity a steady flow and state open-flow system such as depicted in Figure 46.5, neglecting any
potential and kinetic energy effects. The amount of work produced by the system is from the first Jaw
of thermodynamics,

W= hm - mh+ D Q o (46.19)
i & i '

where h is the specific enthalpy of each incoming or exiting stream of matter #1.

As explained earlier, the maximal amount of work would be produced if the pmcess is reversible, in
which case entropy generation due to process irreversibilities () is zero (although entropy change of
the system due to the heat interactions Q, at the respective temperatures T;is nonzero). Multiplying the
steadv-state form of Equation (46.10) b}! some constant temperature T (to give it energy units) and
subtracting it from Equation (46.19} vields

s Wm i[z‘mihi ?Zm;hg}— T{Zmlsi - 2m;$)+ZQi{l—~§J | {46.20)
{ £ i y ; A _ .

As can be seen from this equation, the reversible work cutput in the process i —» ¢ would be further
maximized if the temperature at which the heat interaction occurs, T, would be the lowest practically
applicable in the considered system, say T, vielding an expression for the maximal work output potential
of the system, as '

‘%m;’mae = 2"""’«‘;(&; - Tnsf)-ngike ~I;se)+ZQf(l*'%"J‘ .’ (4&21)
- € ; i ) - .

The term (h —T.5) appearing at the right side of this equation is thus the measure of a system’s potential
to perform useful work and therefore of great thermodynamics significance. Composed of thermody-
naric properties at a state and of the constant T,, it is also a thermodynamic property at that state. This
term is called the flow exergy or flow availability function, b:

bah-T;s (46.22)

Further examination of Equation (46.22) shows that a system at state i would produce the maximal useful
- work when the new equilibrium state e is identical to the ambient conditions o, since at that state all the
driving forces of the system — such as temperature, concentration, and pressure differences — are zero
and the system cannot by itself produce any more useful work. The smaximal work output, assuming
mass conservation, is then
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st

Wi o =2m;{(h;~*hc)-1‘;(smsn}3 (46.23)

The term [(h — k) — T,{s — 5,)} is also a property and is the measure of a system’s potential to perform
useful work between any given state and the so-called “dead state,” at which the system can undergo no
further spontaneous processes. This term is called flow exergy or flow availability, a:

a=(h~h)-T(s~s,) (46.24)

Since enthalpy is the measure of the energy in flow systems, examination of Equation (46.21) through
Equation (46.24) shows clearly that the p(}rtmn of ther energy h that cannot be converted to usefui work
is the product T s.

The last term on the right side of Equation {46.21) is the exergy of the heat sources Qf, at the respective
temperatures T, exchanging heat with the considered thermodynamic systern. The form of this term is
the Carnot cyde work output between 7, and the dead state temperature T, which indeed would produce
the maximal work and is thus also ﬂli’ exergy of these heat sources by definition. Shaft and ‘other
mechanical power, and electric power, are pure exergy.

Turning now to real, frreversible steady state processes, their exergy accounting equation — deveicpezd
using Eqaatzsa {46.9), Equation (46.21), and Equation {46.24) — is

.W:EQJ;(i“%]*{*Z??%ﬁ;~Z’mgﬁg—f§;$ | (4%.35}
i i i S e

where the work output of the process in f.h’;s control volume is, in the order of terms on the right side
of the equation, produced due to (1) heat interactions Q; at the respective temperatures T, with the
- control volume, and. (2) and (3) the difference between tize exergies. ﬁewmg in and exiting ihe control
- volume, and is diminished by (4) the entropy generation due to process irreversibilities. This last term,
T,0, amounts to the difference between the maximal work that could have been produced in a reversible
process [Equation (46.21) and Equation (46.24)} and the amount produced in the actual irreversible
process [Equation (46.25)]. 1t is called the zfmfer&zég&z}f {1} or lost work of the process.
Beyond exergy changes due 10 temperature and pressure driving forces, multicomponent systems also
experience gxergy changes due to component mizing, phase change, and chemical reactions. It was found
convenient 1o separate the exergy expression into its “physical” (4} and “chemical” {a,,} constituents,

A=ay Fdg : (46.28)

where the physical exergy is the maximal work obtainable in a reversible physical process by a system
initially at T and p and finally at the dead state T, p,, and the chemical exergy is the maximal work
obtainable from a system at dead state conditions T, p,, initially at some species composition and finally
at the dead state composition {such as the datum level composition of the environment). The total fow
exergy, showing the thermal, mechanical, and chemical flow exergy components (segregated by the double
brackets) is : ‘

a=[{(h~h,)~T,(s-s,)]}(thermal) +H¥; +gzﬂ (mechanical)

\ : + Hz x, (12 —p, " )H {chemical)

k

e
T

(46.27)
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- where v is the flow velocity, g is the gravitational acceleration, z is the flow glevation above a zero reference

level, x, is the molar fracticn of species k in the mixture, i, is the chemical potential of species kat T,
and p,, and L, is the chemical potential of species k at the system dead state defined by 7, p,, and the
dead state composition.

The general transient exergy accounting equang;} that includes beth physical and chemical exergy is

dAa —(rate of exergy storage) = Z(I—M]Q,m( g Pa Ve }%Zma

- 2 1 0 (rates of exergy transfer) - {46.28)
| . -

-1 w{rz_zte of exergy dg§§ructian)

where A, is the exergy of the control volume, W, 1s the work performed by the control volume, p, (dV,,/
df) is the work due to the transient volume change of the control volume, ¢; and a, are the total flow
exergies composed of both the physical and chemical components, and I, (= T,G) is the irreversibility,
that s, the rate of ¢xergy destruction. A more detailed breakdown of exergy, in differential equation form,
is given in Dunbar ¢t al. [1992].

For a closed syster (i.¢., one that does not exchange mass with its emflronmem but can have w&z‘k and
heat interactions with it) at a state defined By the Spi?ﬁﬁc internal energy u, specific volume v and specific
entropy s, the expression for the exergy, 4", is

. ' z
z,z"W[:H—%-Jrgz—u,,}ji-p,,(v—?o)“n{s—%) - . (46.29)

Selection of the dead state for evaluating exergy is based on the specific application considered. Thus,
for example, the dead state for the analysis of a water-cooled power plant operating at a certain geographic
location should consist of the cooling water temperature and the ambient atmospheric pressure and
comiposition, all at that Jocation, Much work has been performed in éeﬁnmg “universal” dead states for
processes and materials [Szargut et al., 1988]. : -

. Example — Exergy Analysis of a2 Power Plant

“To demonstrate the calculation procedure and the benefits of exergy analysis, we will perform such
an analysis on the simple Rankine cycle described in Figure 46.6. The fue! used in the boiler is
methane, undergoing the same combustion reaction as described in Equation (46.10). Both fuel
and air enter the boiler at 25°C, 1 atm, and the combustion products exit the stack at 150"(3

Addressmg the steam/water (single compomnt} Rankme cycle loop first, the values of p, T s, and
- b are already available from the example given and are listed in Table 46.2. Given thes dead state .
. conditions listed under the table, the flow exergy (a) per kg of the water and steam is calculated . ‘
‘ from Equaﬁon (46, 2&} and listed in the table column to the left of the vertical dmdmg line.

The three bottom rows of the table list the properties of the inflowing fuel and air and of the stack -

exhaust gas. The enthalpy of the fuel is its higher heating value (HHV), which, along with exergy, s

obtained from fuel property tables [Szargut et al., 1988; Howell and Buckius, 1992; Moran and Shapiro,

1992]. The specific flow exergy values of the air and stack gas are calculated from Equation (46.28) (with
. negligible kinetic and potential energy components] and listed to the left of the vertical dividing line.

It is sensible to analyze the power system based on the fuel energy and exergy input, in other words,
to determine how this fuel input is distributed among the different system components and pro-
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B 7o Stack u Fod Boiler Loss
E= Condsnser Reject [7 Turbine Qutput

Energy

Fi(}URE 46.7 Energ? and exergy breakdown for the Rankine power cycle trx.ample

cesses. To that end we deterinine, per unit mass of fuel, the mass of cycle steam [here found to be
13.8 (kg steam)/(kg fuel) by applying the energy conservation equation to the boiler] and the mass

- ofair and stack gas [20.6 (kg air)/(kg fuel} and 21.6 (kg exhaust gas)/(kg fuel} by appiying Equation

(46.10)1. These results are listed in the last two columns of the table.

Examination of the results is encoutaged, and some of the most important ones, which descnbe
the fuel energy and exergy distribution among the differcnt system components/processes, are shown
in Figure 46.7 Energy analysis indicates that the major energy loss, 70%, is due to the heat rejected
in the condenser. Examination of the exergy analysis chart shows, however, that this large energy
loss amounts to only 3% of the fuel exergy, and even C{)mplﬁte elimination of the condenser heat .
rejection {Jf it were at all ff;:ambl@) would increase the cycie efficiency by only three percentage points.
Of courss, this is because the heat rejected in the condenser is at a low temperature, only slightly
elevated above that of the ambient, and thus has commensurately little potential to perform work
despite its large energy. Another very significant difference is the fact that the exergy, analysis
identifies the major lossés, 69%, 1o be in the boiler, due to the combustion and gas-to-steam/water
heat transfer processes, whereas the energy analysis assc}{:la%es no loss to these processes. Finally, the
exergy anaiysxs attributes much less loss 10 the stack gas than the energy analysis does. Notably, the

"turbme output has almost the same percentage in both analyses, which is because the | output is

shaft power (i.e., pure exergy}, and the HHY and exergy of the fuel are nearly identical. In conclusion,
it is only exergy analysis that can correctly identify and cvaluate the losses (irreversibilities) that
ciizmmsh the ability of processes to perform f;aseful wark

Example - Exergy Analysxs of a Combustion Process

The methane combustor analyzed earher, for wiuch the data are gzven in Table 46.1, has a 100%.
energy efficiency because its enclosure js adiabatic and }mpemeable, as can also be ascertained by
performing a first law energy conservation check using the data in Table 46.1. The intuitive impli-
cation of this result is that the combustor is thus perhaps “ideal” and requires no further techno-
logical improvement. It is interesting therefore to examine the effect that it has on the potermal of

 the invested consumables (ie., the fuel and other reactants) on producing useful work. The flow

exergy 2 and the chemical exergy a,, are calculated by using Equation (46.27), and property values

»from gas tables or correlations given in the literature, with the dead state (including the atmospheric
comgcysmon} described at the bottom of Table 46.1. The calculation results are surnmarizeéd in Table
46.1, showing, first, that the total exergy of the combustion products (642 281 ki/mmol CH,} is

s
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only 78.4% of the original exergy of the reactants (818 984 k]/kmol CH,) that they possessed prior
to combustion. This combustion process, although ideal from the energy standpeint, destroyed
21.6% of the original exergy. Practical combustion processes destroy even more exergy and are
typically the largest cause for the lost work {irreversibility) in current-day fossil fuel power plants.
Whereas energy (first law) analysis identified this process as “ideal,” exergy analysis was unique in
its ability to recognize and quantify this power production efficiency loss, which we can subsequently
attempt to reduce. More information on this approach and the reasons for combustion irreversibility
can be found in Dunbar and Lwr [1994). '

Examination of Table 46.1 also shows that the exergy of the fuel is dommant among the reactants
and that the chemical exergy, a4, is small relative to the overall exergy.

These examples have clearly demonstrated the unjque role and importance of second law analysis.
Integration of such analysis with conventional first law (energy) ahalysis is necessary and increasingly
seen in practice [cf. Bejan, 1988%; Moran and Shapiro, 1992].

Defining Terms

Adiabatic — A process or surface allowing only work interactions. Since most intreductory thermody-
nantics texts consider only work and heat interactions, adiabatic is most often mt;erpmted as a
process or surface allowing no heat interactions.

Chemical potential — A potential given by p, = k, — T, where f1, and s, are, respectively, the enthaipy
and entropy of the species &, and T is the temperature,

- Cycle — A series of processes that bring a thermodynamic system back to its crag,mal state

Enthalpy — Given by & = u + pv, where u is the internal energy, p is the pressure, and v 1s ‘the specxﬁc
volume.

Environment — The environment of a thermodynamic system consists of everything outside of that
system that could conceivably have some influence onit.

Equilibrium — A state in which all of the prop&rties of a system that is not subjected to interactions do

not change with time. Ethbrmm states may be of various types stable, neutral, metastabk',
and unstable.

Heat reservoir — A system in a stable equilibrium state such that, when subjected to finite heat imter-
actions, its temperature remains constant. Although this is just a concept for simplifying the
exposition of thermodynamics, the atmosphere, oceans, lakes, and rivers were often considered
as practical examples of such a reservoir. It is noteworthy that the large and everwmcreasmg

- magnitudes of human-made heat interactions with these natural elements now invalidate their
definition as “heat reservoirs” in this thermodynamic sense, because these interactions in fact
change their temperature and cause increasingly adverse environmental effects.

Stable state -— A system is in a stable state {or stable equilibrium state) if a finite change of siate of the
system cannot occur without leaving a corresponding finite change in the state of the environ-
ment. In other words a finite external influence would be needed to budge a system out of its
stable state; small natural pulses and flactuations would not suffice.

State — The state of a thermodynamic system is defined by all of the properties of the system, such as
© pressure, temperature, volume, composition, and so forth. A system returns to the same state
when all the properties attain their original values, :

Thermodynamic system — A thermodynamic system is whatever we enclose for the purpose ofa study
by a well-defined surface, which may be either material or imaginary and which can be Isolated
from everything else (1 e., from the “environment™).
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