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Introduction Despite the technological importance of solid thin films in ther-
. . mally sensitive applications, no molecular dynamics calculation of

Novel materials such as buckyballs and buckytubes, highly Phe thermal conductivity of solid thin films as a function of thick-

L - . "&ss has been reported before. Related studies, however, have
the building blocks of an exciting new world of submicron depeen mage. Mountain and MacDond[@]) calculated the tem-
vices. For instance, solid thin films with characteristic dimensio ®rature dependence of thermal conductivity for two and three-
from tens to hundreds of nanometers are key components ensional 1000-particle solid films. Kaburaki and Machida
integrated-circuit transistors and quantum-well lasers. Device Pgfyng that increasing the number of particles in a one-dimensional
formance in these appl_lcatlong is very sensitive to operating te@hain increases thermal conductivity. Kotake and WaKii
perature. Overheating in semiconductor lasers, for example, igifowed for a two-dimensional solid system subjected to a con-
major obstacle to increased output power and integrafidd.  stant flux that the resultant temperature gradients sharply increase
For the best design of micro and nanodevices and thin-film maigs the system width is decreased. Recent work by Volz and Chen
rials, knowledge of thermophysical properties such as thernfal] indicates that solid nanowires exhibit a strong reduction in
conductivity is of paramount importance. thermal conductivity as compared to the bulk.

It is well known from measurements on thin films that such
materials display markedly lower thermal conductivities than their
bulk counterparts. Several approaches exist to predict the thin-fi . -
thermal conductivity for materials where heat conduction b odel of Argon-Type Solid Thin Films
quantized lattice vibrations, or phonons, is dominant. These ap-Using the molecular dynamics technique in a three-dimensional
proaches include kinetic theory, the Boltzmann transport equati@mgmputational domain, the current paper calculates thermal con-
and the Monte Carlo computational technique. Such methodgjctivity in a solid argon-type model system as the thickness in
however, can have difficulty handling the nonuniformly distribone dimension is varied. Although argon is not a real thin-film
uted impurities, voids, cracks, dislocations, and complex geormaterial, it is the best choice for an initial thin-film thermal con-
etries present in real films. Numerous studies, for example, that@fctivity molecular dynamics study. One important reason for this
Inoue et al.[2] show that the molecular dynamics technique it the availability of a good intermolecular potential for argon.
well suited for the study of nanoscale phenomena in solid-phage widely accepted Lennard-Jones 12:6) potential matches
materials. Molecular dynamics is a computational method théxperimental data for bulk fluid argon reasonably well, employs
simulates the real behavior of materials and calculates physigaaningful physical constants as parameters, and possesses a
properties of these materials by simultaneously solving the equ@ple, two-body form which requires much less computation
tions of motion for a system of atoms interacting with a givefime than more complex potentials involving three-body and
potential. This method provides a needed supplement to expdigher terms([7]). A rigorous quantum-mechanical approach is at

mental measurements, which can be extremely difficult at suBfesent not feasible for systems of more than a few atoms because
length scales. such a method is too numerically intensive. The efforts of many

workers, for example, Cdi8], are currently directed toward this
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body of existing work on argon-type systems and that the argol (@

model, as noted by Kristensen et [@], should reveal fundamen- ) Heat Flow Cold 531 A
tal phenomena not only for argon but for a wide variety of mate- —_— ’
rials. Also, the argon model, unlike models of more technologi-
cally relevant materials, should span from the microscale regim
to the bulk regime in a reasonable computational domain size du
to its short phonon mean free path.

After establishing a firm foundation for pure thin films, the
argon model can then be extended to thin-film systems with im-
purities, pores, defects, and other types of complicated structure +M«
To get the most quantitatively accurate results for a given mate ”
rial, a potential specific to that material should be used, but tc 14)’,‘
predict qualitative trends, which is the aim of this paper, the argor
model is a sensible choice.

Maximum Wavelength

Computational Procedure

Several molecular dynamics approaches can be used to calc
late thermal conductivity10]. The nonhomogeneous nonequilib-
rium approach was chosen for the present work because it prc
vides a direct physical representation of heat flow in a thin film. A
new nonhomogeneous nonequilibrium program, based on th
equilibrium classical molecular dynamics subroutines of Allen
and Tildesley{ 7], was written and used for all simulations. ‘

The general approach of the program is to apply a constant he kyx
flux to an argon-type solid system, calculate the resulting tempere
ture gradient, and determine the thermal conductivity by a simple ] ) ) ]
ratio of flux to temperature gradient. The reverse method, ff{9- 1 Simulation cell schematic drawings: (&) bulk thermal
which the system boundaries are kept at constant temperatdf@iuctivity, (b) perpendicular thermal conductivity
and the resultant flux is calculated, was initially tried. This was
abandoned in favor of the current scheme due to the slow conver-
gence of the heat flux value. The execution of the program pro-
ceeds as follows. First, the simulation cell is constructed of face-
centered cubic unit cells. Each unit cell contains four atoms and o\ [ou)°
corresponds to two atomic planes of atoms. Each atom is assigned bLirij)=4eLs T n r : @)

a type according to its spatial position: “hot,” “cold,” “regu- : :

lar,” or “fixed.” The configuration of the simulation cell dependsOnly the neighbors of an atom within a certain cutoff radius,

upon whether bulkFig. 1(a)) or perpendiculafFig. 1(b)) conduc- 2.60 5, are included in the force calculations because faraway
tivity is to be calculated. Bulk materials are simulated by usingtoms have a negligible contribution to the total force on a given
periodic boundary conditions, in which the actual simulation cefitom. This molecular dynamics convention keeps computation
of a small number of atoms is essentially repeated infinitely in giime manageable.

three coordinate directions. A drawback of this method is that it After equilibration, a heat flux is imposed on the system by

suppresses phonons in solids with wavelengths larger than #ding a fixed amount of energy to hot atoms and removing the
simulation cell sizg[7]). same amount of energy from cold atoms at every time step. This

For thin films, periodic boundary conditions are used in twinduces heat flow in the-direction from the hot region to the cold
coordinate directions. Fixed atoms, which remain at their latticegion across the regular atoms. The algorithm of lkeshoji and
positions for the entire simulation, are usually used in the thirtHafskjold [12], which is used to apply the flux, alters kinetic
“thin” direction to enforce an adiabatic boundary condition. Inenergy in the hot region by scaling each hot atom’s velocity by the
some simulations, a free boundary condition was used in the tiiame factorR and by subtracting the same small velocity,,
direction. For these cases, the flux and initial temperature valufiesm this scaled velocity. The values Bfandv,,, which change
had to be lowered to prevent evaporation of the surface atoms, andeach time step, are chosen to conserve momentum and to add
much longer simulations had to be run to reach steady state. Fible desired amount of energy. A similar procedure is followed for
lowing the example of Kotake and Wakuib], four planes of the cold atoms, except kinetic energy is subtracted rather than
fixed atoms are deemed sufficient to simulate an infinite wall duglded.
to the short range of the interatomic forces. All nonfixed atoms areInstantaneous temperatures in each atoxaitane are calcu-
given an initial temperature by choosing their velocities accordirigted using the formula
to the Maxwell distribution at that temperature. After this, the
program advances the difference equations of motion for a short
equilibration period to allow a realistic thermodynamic state to be T= mZ vZ/3N kg 2)
established. =1

The difference equations come from the widely used “velocit . . o
Verlet” algorithm ([11]). In this algorithm, new atomic positions Where the squares of the magnitudes of the atomic velocities in a

are calculated based on old positions, velocities, and forces. \Pértiqular plane.are summed in accordance with the equipaytition
locities are calculated using a two-step scheme, in which gj}lnmple. The time-averaged temperature, standard deviation of

Maximum Wavelength Fixed Cold

Ny

forces are used to advance old velocities to “half-step” velocitie emperature, and standard error of temperature are then calculated
new forces are calculated from the LJ potential using the n each plane. The standard error of the planar temperp6ré

positions, and new velocities are found using the half-step veloci- _
ties and new forces. The LJ potential is (1) =01, N2Tcor! Trun

©)
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040 where the mean free pattMFP) in argon at the given planar

) temperature([14,15) and highest tabulated speed of sound for
fluid argon from the CRC HandbooKkl6] are used. The fluid
argon value was used because solid argon values were not avail-
able. The assumption of E¢4) is supported by the work of Volz

et al. [17], who found good agreement between the autocorrela-
tion time and the kinetic theory mean free time for molecular
dynamics simulations on solid argon.

Figure 2 shows a pair of example temperature profiles; the mag-
nitude of the standard error is indicated by the error bars. In this
figure, the five regular atomrplanes in the center display a linear
profile and the sourcéhot) and sink(cold) atoms on either side
show the expected parabolic curvature. The slope of the best line
fitted to the temperature profile of the regular atoms
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depends on the simulation run time at steady state and on the UM AT ) =1 %)
characteristic time over which the instantaneous planar tempera-
tures are self-correlated. For simplicity, it is assumed that
Teor™=MFP/v g, (4) and the probable error of this slope

NEA R T

are found using a weighted least-squares methbal). Results and Discussion

Finally, thermal conductivity is found from ] ] ) )
General Comments About Simulation. The simulations

k= —ageq/ 2b (7) were run on DEC 3000 workstations, an AlphaServer 2000, and a
Dell Optiplex GX1p PC running the Linux operating system. The

where the factoa/2 accounts for the fact that the plane spacing igumerical differences in results across the different platforms
one-half the lattice parameter. Note thgy is not exactly the were negligible. Computation time varied from a few hours to
same as the ideal imposed heat flux due to small nonzero flusagyeral days, depending on the sizes of the systems considered.
that occur in they and zdirections. The actual heat flux throughThe total simulated time varied from tens of picoseconds to nano-
each regular plane is calculated from particle positions and velo§econds and was chosen to be proportional to the characteristic
ties at regular intervals throughout the simulation using the equiiermal diffusion time estimated for each system. Two types of
tions of Irving and Kirkwood 19], and the time averages of thesghermal conductivity simulations were run: bulk and perpendicu-
planar calculated fluxes are then spatially averaged over the retfu- Critical input parameters for the simulations are listed in

lar planes Table 1; other input parameters and detailed results for each simu-
lation are listed elsewhel@0]. Standard LJ nondimensionaliza-
( P (q|>) P tions for temperature and thermal conductivity are used in the
Jef= 2 — / — (8) simulations:
1=1 9(q) 1=1 9(q)

to yield effective flux. The standard error of planar flux is calcu-
lated as above for temperature in E8), and its squared recipro-
cal is used as the weighting factor in E§). For each simulation, Parameter Value
the expression for error propagation in Press efld] is used to

Table 1 Simulation parameters

. — 2
calculate the probable error of effective flux LJ well depth parameter 1.67x10 2]
LJ equilibrium separation parameter 3.4
Argon atomic mass 66.3<10 2"kg
P 5 IQeff 2 Boltzmann’s constant 1.38x 1023 J/K
Tq™ > Tl aay (9) Lattice constant 531 A
=1 a Time step 1fs
Imposed dimensionless heat ffux 1.0
and is also used to find the probable error of thermal conductiviE}IQSS-SGCFlonal unit cefls ) 4
nit cells in each hot or cold regién 2
Unit cells in each fixed region 2

*Parameters for specific simulations have been varied as noted in text.

\/ , [ ok \? o L[dk\?
o= quﬁm +O’b% . (10)
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Since all parameters are dimensionless, the superscript will hen
forth be dropped.

Two important criteria for the simulations are tleg; is nearly
the same as the imposed flux, and that the temperature profiles
reasonably close to linear. The profiles should not be expected
be completely linear, since thermal conductivity displays sorr
temperature dependence. If the two criteria above are not satisfi
the thermal conductivity calculation, which is based on the FOlf(vA ) .
rier law, is not valid. It was found that the typical reason that th *, ©
criteria are not met is a too-short simulation time, although in vel
preliminary simulations lack of energy conservation due to a tot
large time step and explosion of the lattice due to a too-sm:
initial lattice spacing also occurred. It was observed that simul
tions not run long enough to attain a steady state yielded values
Jefr lower than the imposed fluxes and showed distinctly nonline:
temperature profiles. This is reasonable, since a finite time is re-
quired for the film to reach steady state after imposition of thigig. 3 Velocity distributions at ~ T=0.5 for various cross sec-
heat flux at the boundaries. The flux discrepancies disappeafg#s and sampled time steps:  (a) 4X4, 10,000; (b) 66, 10,000;
and the temperature profiles became more linear as the numbef@f* 4. 30,000; (d) 6X6, 30,000
time steps in the simulation increased. Due to the difficulty in
choosing a simulation time long enough to satisfy the criteria yet
short enough to avoid undue computational burden, a trial-and-
error process had to be followed to find values fq,. Values  Use of Eq.(2) to calculate planar temperature throughout the
roughly 20 times the characteristic diffusion time were found susimulation assumes that a local thermodynamic equilibrium is es-
ficient to satisfy the criteria. For the thermal conductivity simulatablished in each atomic plane. Tenenbaum ef2d] and Haf-
tions reported here, thg; values were all within four percent of skjold and Ratkjg22] assert that local thermodynamic equilib-
the ideal imposed flux and the temperature profiles were rease@iym is established in molecular dynamics simulations of
ably linear. nonequilibrium fluids provided that the control volume thickness

Momentum conservation, as expected, was found to hold &x-roughly equal to the mean interatomic distance. If true for flu-
actly for the present 96 and 252-atom bulk simulations. In bulls, it is even more likely to be true for atomic planes in solids
simulations with more atoms, and in all thin-film simulationspecause the increased density causes increased interatomic inter-
however, the algorithm of Ikeshoji and Hafskjold2] did not action that aids interplanar energy transport. To test whether local
strictly conserve instantaneous total system momentum. Instesithrmodynamic equilibrium was established in the present case,
the instantaneous momentum fluctuated rapidly about zero, #he velocity of a single central atom in each regular, hot, and cold
time-averaged system momentum value. The reason for this is pine was monitored for the last 10,000 and 30,000 fs df a
known, but is thought to be the result of small accumulated ne=0.5 simulation of a thin film with seven regular planes. Two
merical errors due to roundoff and truncation of the potential @ifferent values of cross section, or numberyainit cells by the
the cutoff radius. The standard deviation of the momentum flugnit of z unit cells, were used: %4 (32 atoms/planeand 6x 6
tuations for the bulk and free-boundary thin-film simulations wag2 atoms/plane Figure 3 shows a histogram of th€o), y
several orders of magnitude smaller than that for fixed-boundary) andz(*) velocity components of the central atom for a rep-
thin-film simulations, indicating that there may be some wall efesentative regular plane along with the Maxwell distribution at
feCt tha.t WOI’kS against momentum Conservation. Considering thﬁé time_averaged p|anar temperature_ The figure C|ear|y shows
the wall atoms influence the motion of the regular, hot, and coifiat while there are some discrepancies between the Maxwell dis-
atoms without themselves being affected, in a manner analog@Bution and the calculated velocity distribution for the 10,000
to a wall of infinite mass imparting impulses to impinging billiardcases, the 30,000 cases show much better agreement for both 4
balls, it is reasonable that momentum is not strictly conservegt4 and 6x6 cross sections. Since,,, for all simulations is
Despite the lack of exact momentum conservation, no significaghger than 30,000 fs, it is reasonable to assume that the real
difference was found between the thermal conductivities for fix%b|cu|ated Ve|0city distribution is even closer to a perfect Max-
and free-boundary simulations for bo& 3 and a 5-regular plane wellian. Increasing the cross section fronx 4 to 6X6 causes a
case at a mean lattice temperatdre 0.27 (Table 2. Thus, the muych less dramatic improvement of the velocity distribution for
observed small deviations from zero total momentum are not ijoth 10,000 and 30,000 at this temperature. This result suggests
portant for the purposes of this paper. that longer simulations may be more effective than increased

cross sections in attaining local thermodynamic equilibrium. The
Maxwellian nature of the velocity distributions and the linear tem-
perature profiles in the calculations indicate that the local thermo-

> Ve

Table 2 Effect of boundary conditions on thermal conductivity dynamic equilibrium assumption is justified.
Thermal Bulk Thermal Conductivity.  Bulk thermal conductivity was
Configuration Conductivity Error calculated for simulation cells of various sizes at dimensionless
Free boundary 0.391 0.075 mean lattice temperatures of 0.3 and 0.5 to check the agreement of
three regular planes the model with experimental data for bulk solid argon. Mean lat-
Fixed boundary 0.402 0.075 tice temperatures were found by spatially averaging the steady-
three regular planes state time-averaged temperatures of the regular atoms. Each data
Fr?_e boundary 0.474 0.051 point in theT=0.5 case has a different cross section, increasing
ive regular planes - A
Fixed boundary 0.444 0.044 with the number of atoms fro_m>22 to 8><8_. The_conductlvme§
five regular planes at each temperature, normalized by the dimensionless experimen-

tal value corresponding to that temperat(r23]), are illustrated
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Fig. 4 Calculated and experimental bulk thermal conductivi-

ties at 7=0.3 and 0.5 versus number of atoms Fig. 5 Planck spectral distribution. Shaded areas indicate the

fraction of total phonon emissive power allowed by the molecu-
lar dynamics simulation.  (a) and (b) illustrate the effect of tem-
perature, and (c) and (d) illustrate the effect of domain size.
in Fig. 4. The error bars represent the normalized standard error of
thermal conductivity(Eq. (10)) for each simulation.
For both temperatures, the calculated bulk thermal conductivity The figures also suggest a guidelingA ,e,(T) should be as
is observed to increase as the number of atoms is increased. Whgh larger than 1 as possible. This will make the phonon frac-
dependence of calculated macroscopic properties on the numiyen approach 1, ensuring that molecular dynamics simulations
of particles in a molecular dynamics simulation is a well-knowsield bulk-like results. A Wien’s law formulation for phonons can
artifact[24]. A recent example of the particle number dependend used to estimate/\ e, T). Taking the derivative of Eq(12),
of bulk thermal conductivity can be found in Kaburaki et al.’sterating forC,, and substituting yields
[25] calculation of solid bulk argon thermal conductivity for 256
and 500-atom systems, which shows a similar number dependence Apearl =0.2 L/Npear=5LT. (14)

to that found in the present paper at comparable temperatures. Ti&easing the computational domain size at a given temperature,
key to getting accurate bulk results from the molecular dynamigs; is shown going from Fig.(6) to Fig. 5d), also increases the
technique is to choose conditions that allow the finite simulatigaction allowed by the simulation. In the limit of infinite domain
cell to represent, as closely as is feasible, an infinite bulk domaigize the fraction becomes 1, but as discussed above, using higher
True bulk-like behavior is indicated by minimal size dependenag@mperatures is the most computationally economical choice.
of the calculated values. Ideally, this could be accomplished byA simulation cell size of 512 atoms, which corresponds to a
simulating a very large number of atoms, but in practice this i/stem with eight regulax-planes of 4<4 cross section, yields
computationally quite burdensome. thermal conductivity values af=0.5 not much smaller than

It can be seen in Fig. 4 that the resultsTat 0.3, as compared those with a significantly larger number of atoms. For computa-
to those aff = 0.5, display a steeper number dependence and caional efficiency it was thus assumed that four unit cells were

stitute a smaller portion of their corresponding bulk experimentatiequate to represent infinite length in a particular direction. In
value. This shows that for the same number of atoms, simulations

run at higher temperatures better capture bulk behavior. A simple
explanation for the more bulk-like behavior at higher temperature<
is that the phonon mean free path is shorter, so the ratio of t 14 - - *’ i , o
mean free path to characteristic simulation cell dimension

smaller. In the bulk limit, this ratio is much less than 1. > Bulk experimental
Another interpretation is offered by the concept of phonon r: g
diation ([26]). This concept, strictly valid in the ballistic limit of 8
heat conduction in which the local thermodynamic equilibrium i 2
not reached, can nevertheless offer some value in understanc@
the current results. Figure 5 thus uses the Planck forrfi@ig) g T
e(\)=27C,/\5(e%2/"T—1) (12) é
to estimate the spectral distribution for phonon “emissive power g HEER T =019
under various conditions of temperature and computational d-%
main size. Here the constants g _ \
5 A Calculated (T=03) @ Calculated (T =0.5)
Cl: hvg C2= hvs/kB (13) 7z ¢ Calculated (T=04) M Calculated (T =0.6) ‘
are defined using the speed of sound rather than the speed of li 0.2 ‘ ! - o o -
Figures %a) and §b) show that for a given maximum allowed 45 33 - 73 ) 85 - 102
phonon wavelength, which is equal to the characteristic dimensi Dimensionless Film Thickness

of the simulation cell, raising the temperature increases the

allowed phonon fraction due to the decreased peak phonbid. 6 Calculated, bulk experimental, and equation of photon
wavelength. radiative transfer (EPRT) thermal conductivities versus film
thickness at various temperatures
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the perpendicular thermal conductivity simulations of the followmean free path. Thicker films may need to be simulated in order
ing section, then, X4 cross sections were used to represent “into see unmistakable asymptotic behavior. On the other hand, it is
finite” length in they and zdirections. possible that asymptotic behaviisroccurring, and that it is sim-

. . . . ply obscured within the envelope of the error bars.
Perpendicular Thermal Conductivity. Figure 6 displays the ™o tourth observation is that within error, the bulk thermal

calculation results for normalized perpendicular thermal conduggnquctivities in Fig. 4 are the same as e 0.3 and 0.5 thin-
tivity versus dimensionless film thickness at several mean lattigg, conductivities for comparable-direction thickness. This re-
temperatures. A thin film thermal conductivity estimate based iyt was puzzling at first, because it contradicted the expectation
Majumdar’s equation of phonon radiative transfé8]) is shown hat the calculated bulk values would always exceed calculated
for comparison. As in the bulk case, the results at each tempefgi_fiim values even for comparable domain sizes. Phonon mode
ture are normalized by the experimental conductivity value at th@éunting in solid state physics, however, indicates that periodic
temperature. For clarity,_ film thickness is nondimensionalizeq tﬁbundary conditiongbulk) ‘and fixed end boundary conditions

a rather than by the typically used,; and only one error bar is (ihin film) yield the same number of phonon modes for the same
shown for each set of temperature data. The error bar magnltl{qﬁnber of atomg[31]). This means that the abovementioned pho-
corresponds not to the actual calculated error at the correspondija fraction for similarly sized bulk and thin film configurations is
thickness, but to the largest error of the set, which occurs at thgnijar, so the thermal conductivity will also be similar. There is
dimensionless thickness 4.5 for all sets. A heat flux value of 1ything intrinsic about periodic boundary conditions that changes
was used in theT=0.6 case because the higher fluxes caus@ value to differ from the thin film value. Support for this argu-
steady state to be reached sooner. Film thickness, which was \@ent can also be found in Table 2, which illustrates the effect of
ied by adding/subtracting atomicplanes to/from the computa- free versus fixed boundary conditions on thin film thermal con-
tional cell, corresponds to the thickness of the regular atoms plgigctivity. The results imply that the thermal conductivity calcu-
the thickness of the three heiplanes and the three colgplanes |ated in a molecular dynamics simulation is affected by the physi-

nearest the regular atoms. _ _ ~cal dimension of the film but not by the boundary conditions.
It is critically important to note that unlike the bulk simulations

discussed above, which in the ideal case display little size/numbefEffect of Varying Computational Parameters. To investi-
dependence, thin film simulationshould reveal thickness- 9ate the effect of the chosen parameters on the thin film molecular
dependent properties due to the effect of the boundaries. As ghéamics results, several simulations with differing values of
film thickness increases, the boundary effect should be less pHdese parameters were run. As discussed above, changing the
nounced and the calculated results should approach the bulk tHgundary configuration has no effect on the calculated thermal
mal conductivity value. As anticipated, Fig. 6 shows that thermgPnductivity. It does, however, influence the magnitude of the
conductivity at all temperatures increases with film thickness. Th@Mperature profile. The fixed boundary profile is higher than the
unexpected undulation of th&=0.5 curve is fully contained ["e€ boundary profile for both the 3 and 5-regular plane cases
within the envelope of its error bars. listed in Table 2. The profile for the 5-plane case is plotted in Fig.
Four observations should be made from the calculated data. Fhel he discrepancy in the temperature profiles is probably caused
first is that the conductivities of lower-temperature films constitutgy the two percent expansion exhibited by the free-boundary film.
a smaller fraction of their corresponding bulk values than idenf=XPansion causes an increase in the LJ potential energy, resulting
cally sized higher-temperature films. This is in agreement with tHg & decreased kinetic energy and thus a decreased temperature.
temperature trends displayed by the bulk results, and shows tf&0: it can be seen from Fig. 2 that the adiabatic walls present in
thin-film size effects are more pronounced at lower temperaturdd€ fixed boundary case appear to have some moderating effect on
The second is that the molecular dynamics values for thernjf temperatures of the outermost hot and cold planes. Since the
conductivity atT=0.6, while showing the same trend as the equgoundary condition simulations use a lower flux, it was also nec-
tion of photon radiative transfer results at the same temperatufgSary to explore the influence of this parameter. Table 3 shows
are higher in magnitude. This can be explained by the fact that it varying the flux for a film with three regular planestat
mean free path and, values used in Eq4) above were inserted —0-5 does not cause any significant change in thermal conductiv-
into the equation of photon radiative transfer model. The medyf: The use of a different flux for the boundary condition simu-
free path, as estimated above, is only a ballpark figureuarid  lations is thus unlikely to be the cause of any unusual effects.
undoubtedly on the low side since it is for high-density fluig Another parameter investigated in the simulations was the num-
argon. ber of unit cells in each hot/cold region. The thickness of these
The third observation is that while the expected behavior is ahath” regions was reduced to 1 unit cell from the usual value of
asymptotic increase of the thin film results toward the bulk valug, Unit cells to see the effect on thermal conductivity. Figure 7
the thicker films for theT=0.5 and 0.6 cases appear to havdlustrates that bath regions do contribute to thermal conductivity,
thermal conductivities that exceed their corresponding experiméificause decreasing their thickness decreases the conductivity
tal bulk values. This discrepancy is about 30 percent forTthe Value. This suggests that the thickness of the film should be de-
—0.6 case. Using a similar nonhomogeneous nonequilibriuffy€d not just in terms of the thickness of the regular atomic
method on a fluid argon system of comparable size to theBineS, but should also include the thickness of the bath atoms.
thicker films, Ciccotti and Tenenbauid9] calculated a bulk ther- ncluding the entire thickness of the bath regions in the length
mal conductivity 20 percent above the experimental value. A reyould effectively shift the two unit cells/bath curfaenceforth
son for these discrepancies could be the fact that experimerfidlled “A”) two thickness units to the right relative to the one
samples always contain impurities and imperfections that reduégit cell/bath curve"B™ ). This, however, would cause a differ-
thermal conductivity below its ideal maximum value. Theént discrepancy: the conductivity for B would be higher than that
“sample” in the simulation, in contrast, is a perfectly pure single
crystal. As its thickness increases it is reasonable that the conduc-
tivity may at some point exceed the experimental value while still

being lower than the ideal maximum value. Also, there is no ob- Table 3 Effect of imposed flux on thermal conductivity

vious reduction in the rate of conductivity increase for the thicker Thermal

films, whose maximum thickness 10.5 corresponds to about five  Flux Conductivity Error
times the mean free path. An explanation may be that the resutts 06 0,699 0144
affirm the validity of the criterion of Flik et al.30], which holds 1.0 0.731 0.149
that perpendicular thin film thermal conductivity size effects are 1.4 0.683 0.095

important when the film thickness is smaller than seven times the
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Table 4 Effect of simulation time on thermal conductivity

>
2] Percentage
‘B AX A7y, ,6X 67, , due to 7,
= Configuration 7un Ratio oy Ratio Difference
=
8 32.9 ps, 260.0 ps 7.90 3.92 50%
— 3 regular planes
‘é‘ 45.9 ps, 360.0 ps 7.84 4.87 62%
& 5 regular planes
= 61.1 ps, 400.0 ps 6.55 4.62 71%

——— . 7 regular planes
ks L unit cell/bath 128.4 ps, 440.0 ps 3.43 2.63 77%
= 05 mes—m=====_2 unit cells/bath 9 regular planes

: 147.9 ps, 440.0 ps 2.97 2.70 91%
g 04 Ballc Expeammeiil 11 regular planes
Z % ‘ ‘ 169.6 ps, 440.0 ps 2.59 2.43 94%
0.3 T S ‘ A 13 regular planes
1.5 25 35 4.5 55 6.5
Dimensionless Thickness of Regular Atoms

Fig. 7 Effect of number of unit cells per bath on thermal used for the & 6 runs were always longer than those for the 4
conductivity X4 runs. Sincery, in Eq. (3) is roughly inversely proportional to

the square root of,,,, it can be seen that the thermal conductivity
error is approximately inversely proportional t,,. This can be
for A. If only the first three hot and cold bath planés5 unit used to estimate the effect of simulation time on error and to try to
cell9 nearest the regular layers are included in the definition &olate the effect of cross section. The steady-state time ratio in
film thickness rather than all four bath plan€s unit cell§ on Table 4 is found by dividing-,, for the 6X 6 case by that for the
each side, A shifts one thickness unit to the right and fiillsctly 4Xx4 case, and the thermal conductivity error ratio is found by
on top of B. This is the desired result, because the same thickne&sding the error of the 4 4 case by that of the 66 case for the
of atoms at the same temperature should necessarily producewhigous film thicknesses at their corresponding steady-state simu-
same calculated value of thermal conductivity. The fact that onlgtion times. The percentage column divides the error ratio by the
three of the bath planes on either side appear to influence thermiale ratio, and is an estimate of the percentage of the difference in
conductivity is reasonable, since the cutoff radiuso2i6corre- error between the 44 and 6x6 cases that is due to differences
sponds to a thickness of 1.7 unit cells. The fourth plane is two uriit simulation time. Table 4 indicates that for largg,, most of
cells away from the regular atoms and thus is too distant to intehe difference in error betweenx4 and 6x6 thermal conduc-
act with them. This also indicates that three planes of fixed atortigity results is attributable to the simulation time difference,
rather than four could be used to represent the fixed wall boundaviile at smallr,,,, the cross section difference appears to make
condition. some contribution to the difference in error. Increasing the cross
The final parameter investigated was the cross section. Figureegtion, increasing the number of time steps, or increasing both
shows thermal conductivity versus film thicknessTat0.5 for yields more precise thermal conductivity results. Longer simula-
4X4 and 6X6 cross sections. The error bars for th& 4l case tion times are more desirable, however, since they are less com-
were made heavier than the<® error bars for clarity. Within the putationally demanding than larger cross sections. As in the dis-
error bars, the 86 case shows no discernible increase in thermalssion of local thermodynamic equilibrium above, it is
conductivity over the &4 case. Since large lateral dimensiongoncluded that longer simulation times are the best way to obtain
were not necessary to obtain good thermal conductivity valuggmod thermal conductivity values from molecular dynamics simu-
this result implies that the4 4 case is large enough to capture théations.
essential physics. Also, the unusual curvature discussed above for
the 4x4 case disappears and the error bars shrink consideralgyoncluding Remarks

These two effects cannot be attributed to the increased cross sec-

tion alone, however, because the steady-state simulation timed hiS paper explores the thermal conductivity of solid systems in
both bulk and thin-film configurations using the molecular dynam-

ics computational technique. As expected, the argon model yields
results close to experimental data for bulk materials and predicts
1.1 s = s increased thermal conductivity observed for thin-film materials as
film thickness is increased. Modest overprediction of thermal con-
ductivity observed for the thicker films is probably caused by the
perfect purity of the idealized argon model used in the simula-
tions. Normalized thermal conductivity is substantially reduced in
the colder films, indicating that thin film effects are more pro-
nounced at low temperatures. Bulk systems with larger character-
istic lengths and higher temperatures show better agreement with
experimental data than those with smaller values; mean free path
Calculated (4 x 4) anq maximum phonon wavglength arguments are p_r_esented to ex-
Ciledlansd (6:3:6) _plaln this beha\_llor. Ch_anglng _the bpundary condltlons_ ar_u_j the
imposed fluxes in the thin film simulations produces no significant
Bulk experimental change in thermal conductivity.
Two important criteria for valid molecular dynamics simula-
tions are that the calculated effective flux be nearly the same as

0.9 ¢

0.8

0.7

Normalized Thermal Conductivity

0.6 : ; e -
45 5.5 6.5 75 8.5 9.5

}

the imposed flux and that the temperature profiles be reasonably
Dimensionless Film Thickness close to linear. The following recommendations are suggested as
' computationally efficient ways to satisfy these criteria. First, the
Fig. 8 Effect of cross section on thermal conductivity smallest cross section possible that yields reasonable conductivity
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values should be used. Second, a good initial choicefgris 20

times the characteristic thermal diffusion time. Third, to reduce 7,
the error for a particular simulation, simulation time should be ¢,

correlation time
steady state simulation run time
Lennard-Jones interatomic potential

Teorr =

increased rather than cross section. Fourth, if the exact value of .

temperature is not critical, simulations should be run at as high>4/Perscript
temperature as is feasible. High fluxes are also desired because * — dimensionless
they too cause quicker attainment of steady state and better aver-

aging. Finally, fixed boundary simulations should be used for thReferences

films because they allow the stable simulation of a wide range of

conditions.

This work has shown that molecular dynamics can be a power-
ful tool for predicting the thermal behavior of solid thin films.
Future work should be done to apply this versatile, conceptually
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