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Thermal expansion and impurity effects on the lattice thermal conductivity of solid argon have been
investigated with equilibrium molecular dynamics simulation. Thermal conductivity is simulated
over the temperature range of 20–80 K. Thermal expansion effects, which strongly reduce thermal
conductivity, are incorporated into the simulations using experimentally measured lattice constants
of solid argon at different temperatures. It is found that the experimentally measured deviations from
a T21 high-temperature dependence in thermal conductivity can be quantitatively attributed to
thermal expansion effects. Phonon scattering on defects also contributes to the deviations.
Comparison of simulation results on argon lattices with vacancy and impurity defects to those
predicted from the theoretical models of Klemens and Ashegiet al. demonstrates that phonon
scattering on impurities due to lattice strain is stronger than that due to differences in mass between
the defect and the surrounding matrix. In addition, the results indicate the utility of molecular
dynamics simulation for determining parameters in theoretical impurity scattering models under a
wide range of conditions. It is also confirmed from the simulation results that thermal conductivity
is not sensitive to the impurity concentration at high temperatures. ©2004 American Institute of
Physics. @DOI: 10.1063/1.1643725#

I. INTRODUCTION

The thermal conductivity of a dielectric material de-
pends on temperature, sample size, and defect concentration.
At very low temperatures phonon transport is dominated by
boundary scattering, leading to size-dependent thermal con-
ductivity. As temperature increases, thermal conductivity first
increases due to increasing population of higher phonon en-
ergy levels, and reaches a peak value, which is determined
by impurity concentration, and then decreases due to impu-
rity scattering. At still higher temperatures, three-phonon
Umklapp scattering processes begin to become important,
and combine with impurity scattering effects to reduce fur-
ther the thermal conductivity.1 Above the Debye temperature
the lifetime of three-phonon scattering processes is inversely
proportional to temperature while the specific heat and pho-
non group velocity are temperature independent. In combi-
nation with the kinetic theory of phonon gases, this leads to
the well-knownT21 behavior of the thermal conductivity of
dielectric materials. In practice theT21 behavior is actually

observed at some fraction of the Debye temperature, for ex-
ample at 1/4 of the Debye temperature for argon and at 1/10
of the Debye temperature for silicon.

Experimental work by Krupskii and Manzhelli on un-
constrained argon samples2 revealed a quadratic temperature
term in addition to the theoretically predicted inverse tem-
perature dependence. They attributed this extra term to
higher-order four-phonon interactions while Clayton and
Batchelder3 attributed it to thermal expansion effects. Dug-
dale and MacDonald4 postulated that the differential lattice
expansion in the presence of a temperature gradient, for ex-
ample, the relative expansion of hotter regions and compres-
sion of cooler regions for materials with a positive thermal
expansion coefficient, creates another source of momentum
transfer that further reduces thermal conductivity beyond that
determined by three-phonon processes alone. Using the ki-
netic theory of phonon gases, they linked thermal conductiv-
ity to thermal expansion by defining the phonon mean free
path as the inverse product of thermal expansion coefficient
and temperature. Christen and Pollack,5 whose experimental
work agrees well with first principle calculations on the con-
tribution of the anharmonic crystal force to thermal resis-
tance, also attributed the deviation fromT21 behavior to thea!Electronic mail: yunfeichen@yahoo.com
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effects of thermal expansion on the lattice vibrational fre-
quencies.

Several experimental and theoretical investigations have
also been performed to study the effects of isotopes, impuri-
ties, and defects on the thermal conductivity.6–14 Stachowiak
et al.13 measured the thermal conductivity of solid argon
with oxygen impurity in the temperature range of 1.3–26 K
and argued that the interaction of phonons with the spin-
rotational motion of oxygen molecules provides significant
resistance to the phonon transport. Plekhanov14 showed that
1% 13C in natural diamond could lead to a 30% reduction of
the room temperature thermal conductivity as compared to
isotopically pure diamond. Capinskiet al.8 measured isoto-
pically pure silicon made from 99.7%28Si by liquid phase
epitaxy, and found its thermal conductivity to be over 250%
higher at 100 K than that of natural silicon. Asen-Palmer
et al.9 measured a maximum thermal conductivity of 10.5
kW/m K for highly enriched 99.99%70Ge, which is one or-
der of magnitude higher than that of natural germanium.

The dramatic change in thermal conductivity caused by
the addition and removal of point lattice imperfections and
the disagreement in thermal conductivity temperature depen-
dence between theoretical models and experimental results
prompt us to model the effects of thermal expansion and
impurities on lattice thermal conductivity. Molecular dynam-
ics simulation is a convenient tool for such a modeling work
since it allows precise specification of impurity concentra-
tion, lattice parameter, and temperature. Several groups have
reported molecular dynamics simulations of thermal conduc-
tion and thermal expansion in crystalline materials in recent
years. For example, Kaburakiet al.15 performed equilibrium
molecular dynamics~EMD! simulations of bulk argon and
found the predicted results to be uniformly low, although the
calculated temperature dependence was found to correspond
well with experimental data. Volzet al.16 used molecular dy-
namics to test the validity of the Fourier law. Lukeset al.17

predicted the thin film thermal conductivity of solid argon
based on nonequilibrium molecular dynamics. Porteret al.18

calculated the thermal expansion coefficient of crystalline
silicon carbide. Despite these studies, there has been little
research investigating how thermal expansion affects thermal
conductivity. The influence of defects on high-temperature
thermal conductivity and the potential of molecular dynam-
ics simulation for better understanding the parameters in the-
oretical models of impurity scattering also remain to be ex-
plored. To address these issues, this article examines thermal
expansion and impurity effects on thermal conductivity using
EMD simulations. The simulations are performed on crystal-
line argon, one of the best experimentally characterized
noble elements.

II. MATHEMATICAL MODEL

The Lennard-Jones 6–12 potential~LJ!:

V~r !54eF S s

r D 12

2S s

r D 6G ~1!

is employed in the present EMD simulations. Heree ands
represent the energy and length scales of the potential, andr

denotes the distance between two particles. Following the
Green–Kubo formalism in linear response theory, the lattice
thermal conductivity of bulk solid argon is calculated by in-
tegrating the heat current correlation function:
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whereT, kB , andV are absolute temperature, Boltzmann’s
constant and system volume, respectively. The heat currentJ
is
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wheren is the particle velocity andf i j is the force acting on
the particlei from the particlej. The energy of particlei, ei ,
is defined as
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In order to investigate the effects of impurities on the
thermal conductivity of solid argon, the semiclassical equa-
tion of Callaway6 is employed to fit, over a range of tem-
peratures, both existing experimental thermal conductivity
measurements and simulation data generated in this article.
In this equation,

k5
kB

2p2ns
~ I 11bI 2!, ~5!

ns is the speed of sound of solid argon andI 1 , I 2 , andb are
defined as
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wherev is phonon frequency,vD is the Debye cutoff fre-
quency,h is Planck’s constant,u is the Debye temperature:

\5h/2p, ~9!

x5\v/kBT, ~10!

u5\vD /kB , ~11!

and tc is the combined phonon relaxation time. This relax-
ation time is comprised of terms accounting for normal~N!
and Umklapp~U! three-phonon scattering, boundary scatter-
ing, and impurity scattering processes:

tC
215tN

211tU
211tb

211t i
21. ~12!

For argon, the inverse lifetimes of N and U processes are
defined as that in Ref. 19:
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tN
211tU

215~B11B2!v2T3. ~13!

The relaxation time due to the boundary scattering depends
on the phonon group velocity and the characteristic sample
dimensionl. For single crystals this dimension corresponds
to the physical size of the sample, while for polycrystalline
materials this dimension corresponds to the grain size. Ap-
proximating group velocity as the speed of sound leads to

tb
215ns / l . ~14!

Impurity scattering contributes greatly to thermal resistance
at low temperatures. The time scale for scattering by impu-
rities is expressed using a simple model by Klemens:10

t i
215

V0

4p2ns
3 (

i 51

n

f i S 12
Mi

M D 2

v45Aiv
4, ~15!

whereV0 is the atomic volume,Mi is the mass of an atom,
M is the average mass of all atoms, including impurities, and
f i the fraction of atoms with massMi . Ai in Eq. ~15! is read
as

Ai5
V0

4p2ns
3 (

i 51

n

f i S 12
Mi

M D 2

. ~16!

In order to evaluate the theoretical model parametersB1

1B2 in Eq. ~13!, l in Eq. ~14!, andAi in Eq. ~15!, the fitting
procedure is performed in different temperature regimes. De-
pending on the regime, least-squares fits are made to either
existing experimental data or the present EMD simulations.
For the simulations, Callaway’s theoretical thermal conduc-
tivities calculated from Eq.~5! are fitted to the EMD thermal
conductivities calculated using Eq.~2! by adjusting the
above parameters. At high temperatures N and U processes
dominate and boundary and impurity scattering processes
contribute little to the thermal resistance. The sumB11B2

can thus be deduced from the simulation data for pure argon
by neglecting the boundary and impurity scattering terms in
Eq. ~12!. At very low temperatures it is inappropriate to fit
the Callaway model to the simulation results, as the classical
EMD simulations do not correctly predict the quantum ef-
fects on thermal conductivity behavior in this regime.
Boundary scattering dominates at low temperatures, so the
parameterl for boundary scattering is thus determined by
neglecting all terms buttb

21 in Eq. ~12! and subsequently
fitting the Callaway model to experimental low temperature
data on solid argon.5 Once the parametersB11B2 and l are
evaluated, they can be used to determine the impurity scat-
tering parameterAi . This is done by fitting Eq.~5! to simu-
lation data in the temperature range between 30 and 60 K
where peak thermal conductivity occurs.

III. SIMULATION RESULTS AND DISCUSSION

Simulations are performed in the microcanonical en-
semble on face centered cubic solid argon. A cubic simula-
tion box of side L is used, with the usual periodic boundary
conditions imposed along thex, y, and z directions. Key
simulation parameters are shown in Table I. Different lattice
constants were used in the simulations depending on the par-

ticular case of interest and the temperature. The temperature-
dependent lattice constants for solid argon of Peterson20 are
used.

The final simulation results are found to be very sensi-
tive to the total time steps due to the slow convergence of the
Green–Kubo integration. To obtain reliable results by direct
integration a very large number of time steps must be used
for accurate statistical averaging. In addition, the number of
integration steps must be chosen so that the integration time
is larger than the characteristic time required for the current–
current autocorrelation function to decay to zero. In this ar-
ticle, the total number of time steps is five million. This
corresponds to about 5 ns for the heat flux autocorrelation
integration. Standard error analysis of the simulation data
generated from several runs results in errors in effective ther-
mal conductivity between 10% and 15% of the calculated
values in most cases. Below 30 K, cases with high impurity
concentrations have an error of 20%, the maximum observed
in all simulations.

Figure 1 shows the simulated thermal conductivity in the
temperature range of 10–70 K. For all simulations in this

TABLE I. Simulation parameters.

Variable Value Variable Value

Energy scale of argon
in LJ potential«1 ~J!

1.67E-21 Length scale of argon
in LJ potentials1 ~m!

3.4E-10

Energy scale of
krypton in LJ potential
«2 ~J!

2.25E-21 Length scale of argon
in LJ potentials2 ~m!

3.65E-10

Energy scale for the
interactions between Ar
and Kr atoms in LJ
potential«12 ~J!

A«1«2 Length scale for the
interactions between
Ar and Kr atoms in LJ
potentials12 ~m!

(s11s2)/2

Atom radius of argon
~m!

8.8E-11 Atom radius of
krypton ~m!

10.3E-11

Atom mass of argon
m ~kg!

6.63E-26 Atom mass of krypton
m1 ~kg!

1.39E-25

Q0 for vacancy defect 3.2 Q0 for krypton
impurity

4

Lattice constant of
argon at 0 Ka ~m!

5.3E-10 Averagedg
~Ref. 23!

2.5

Ai for vacancy defect
~0.39%!

5.56E-41 Ai for krypton
impurity ~0.39%!

6.09E-41

As for vacancy defect
~0.39%!

2.84E-38 As for krypton
impurity ~0.39%!

0.25E-38

FIG. 1. Thermal conductivity of solid argon-fixed lattice constant.
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figure, the lattice constant has been fixed to its 0 K value of
0.53 nm over the entire temperature range. Thermal expan-
sion is thus not taken into account in Fig. 1. The current
simulation results lie nearer to the experimental data5 than do
the previous results of Ref. 15. In contrast to simulations of
silicon,21 no clear evidence of finite size effects on thermal
conductivity is found. Simulations on 256 and 864 atom sys-
tems display little dependence on the number of particles in
the simulation domain. At temperatures below 20 K, the
simulation results diverge from the experimental data. This
occurs because the classical EMD simulations do not ac-
count for the different quantum occupation of phonon states
from the classical Boltzmann distribution that becomes im-
portant at temperatures far below the Debye temperature~92
K for argon!. Based on these results, EMD can be used to
explore thermal expansion effects on lattice thermal conduc-
tivity only at temperatures above 20 K.

Along with the experimental data and 864 atom fixed
lattice constant data from Fig. 1, Fig. 2 shows thermal ex-
pansion effects on lattice thermal conductivity. In these
simulations the lattice constant has been varied depending on
the temperature. When the temperature exceeds 55 K, the
fixed parameter case exhibits a decay of thermal conductivity
with increasing temperature that is slow compared to experi-
mental results. The calculations that account for temperature
dependence of the lattice parameter show much better agree-
ment with experimental trends. The temperature dependence
of the thermal conductivity can also be fitted with a function
k}T2n for comparison to the theoretical thermal conductiv-
ity at high temperature. In the temperature range 30–50 K,
the experimental curve, the fixed lattice parameter case, and
the temperature-dependent lattice parameter case have values
of the exponentn equal to 1.22, 1.16, and 1.10, respectively.
These values are all in reasonable agreement and are slightly
larger than the high temperature thermal conductivity expo-
nentn51. In the temperature range 50–70 K, the values are
1.4, 0.617, and 1.55, respectively. Here the exponent for the
fixed lattice parameter case deviates dramatically from that
for the experimental and the temperature-dependent lattice
parameter cases, and the exponents for the experimental and
temperature-dependent cases increase further. These phe-
nomena indicate that thermal expansion effects should not be
neglected at high temperatures in solid argon.

Although the trend of thermal conductivity dependence

on temperature for the temperature-dependent lattice param-
eter case in Fig. 2 is correct, the calculated data are lower
than experimental data over the entire temperature range and
are also lower than the fixed parameter case data. Since ex-
perimental samples typically have defects and impurities that
scatter phonons, and since no impurities have been intro-
duced into the simulation model, simulations should yield
higher values than experiments. This discrepancy is attrib-
uted to the LJ potential itself. Although the temperature de-
pendence of argon lattice constants is available, there is no
such information on the temperature dependence of the en-
ergy parameter in the LJ potential. The only temperature for
which these parameters are available is 0 K; the values of
these parameters were found by Pollack22,23and are shown in
Table I. The procedure they used to obtain these parameters
results in a weaker energy scale in the LJ potential than that
existing in reality,24 leading to weaker interactive forces
among atoms and thus a lower thermal conductivity than the
experimental results.

As described above, thermal expansion leads to a devia-
tion of the temperature dependence in thermal conductivity
from k}T21. Another interesting problem is to determine
the effect of the impurity and defect scattering processes on
the thermal resistance at higher temperatures. In the present
simulations, both impurities and vacancy defects in solid ar-
gon are investigated for a 516-atom system. This is accom-
plished by replacing one argon atom with a krypton atom or
a vacancy, which gives us a defect concentration of 0.39%.

Figure 3 shows the impurity and vacancy effects on the
thermal conductivity. The simulation results indicate that de-
fects decrease the sample thermal conductivity and that the
temperature dependence of thermal conductivity becomes
less pronounced as temperature increases. The results also
show that for the same defect density, the thermal conduc-
tivity with a vacancy defect is smaller than that with a kryp-
ton impurity. According to Eq.~15!, the reciprocal of impu-
rity scattering time is proportional to the square of the
difference in mass between a defect and the surrounding ma-
terial. Table I indicates that the mass difference between a
vacancy defect and the argon lattice is smaller than that for a
krypton defect in an argon lattice. The inverse relaxation
time scalet i

21 of a vacancy scattering is thus smaller than
that for a krypton impurity scattering, leading to a prediction
by Eq. ~5! of larger conductivity for the lattice with the va-

FIG. 2. Thermal expansion effects on thermal conductivity of solid argon.

FIG. 3. Defect and impurity effects on thermal conductivity of solid argon.
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cancy defect. This theoretical result contradicts the current
EMD results.

The insertion of a defect displaces the surrounding atoms
and induces strain in the lattice. The velocity of the phonons
is changed by the variation in interatomic distance, leading
to a change in direction and a phonon scattering event. Such
strain effects are neglected in Eq.~15!, which only considers
the mass difference contribution to impurity scattering. The
relaxation time due to the relative displacement of the neigh-
boring atoms is given by12

ts
215Asv

4, ~17!

where

As5
2V0

p2ns
3 Q0

2g2(
i 51

n

f i S 12
Ri

R D 2

, ~18!

whereRi and R indicate the radii of the impurity and host
atoms andg indicates the Gru¨neisen parameter. Typical val-
ues of the parameterQ0 reported forK1 impurities in NaCl
and vacancies in KCl are listed in Table I. Adding strain
effects@Eq. ~17!# to the mass difference term@Eq. ~15!# leads
to the following relation for point defect scattering:

tp
215t i

211ts
215~Ai1As!v

4. ~19!

The values ofAi andAs calculated from Eqs.~16! and ~18!
for vacancies and krypton impurities are listed in Table I. For
both vacancies and krypton impurities, the strain coefficient
As is about three orders larger than the mass difference co-
efficient Ai . Since the value ofAs is larger for a vacancy
than for a krypton atom, the total inverse scattering time for
krypton impurities is smaller than that for vacancies. The
inclusion of lattice strain effects thus results in a lower ther-
mal conductivity for vacancies than for krypton and removes
discrepancies between the Calloway model and EMD simu-
lations.

To analyze the defect scattering time further, EMD simu-
lations were performed at a vacancy concentration density of
1.5%. The simulation data for these simulations as well as
for simulations at 0.39% vacancy density and 0% vacancy
density ~pure argon! were fitted in the range 30–60 K as
described in Sec. II, using the parameterA5Ai1As as the
only fitting parameter. The fitted values ofA are 4.0E-38 for
pure argon, 6.0E-38 for the 0.39% case, and 9.5E-38 for the
1.5% case. The Callaway model, adjusted to include strain
effects, was used in conjunction with the aboveA values to
calculate thermal conductivity. These theoretical calculations
~curves! along with simulation results~points! are shown in
Fig. 4. The parameterA can also be calculated directly from
Eqs.~16! and~18!. The directly calculated data are 2.84E-38
and 10.8E-38 for samples with vacancy densities 0.39% and
1.5%, respectively. The values ofA from the fitting proce-
dure are of the same order of magnitude as the directly cal-
culated values, and for the 1.5% case agree within 15%.
These results indicate that fitting of molecular dynamics
simulation results is a viable alternative to direct calculation,
using Eqs. ~16! and ~18!, for determination of the
parameterA.

The temperature dependence of theoretical thermal con-
ductivity is also fitted with exponential functions for the pure

argon, 0.39%, and 1.5% cases. The values ofn equal 1.14,
0.91, and 0.398 over the temperature range 30–60 K for the
three theoretical curves, respectively. It is further confirmed
that the temperature dependence in the thermal conductivity
deviates greatly fromk}T21 due to lattice strain resulting
from the vacancy defects.

Figure 5 presents the effects of impurity concentration
on the thermal conductivity at different temperature. The two
curves represent simulations run at 30 and 50 K. With in-
creasing temperature, the impurity effects on the lattice ther-
mal conductivity are observed to diminish.

IV. CONCLUSION

Equilibrium molecular dynamics simulation is used to
investigate thermal expansion and impurity effects on the
lattice thermal conductivity of solid argon. The simulated
thermal conductivity is not sensitive to the simulated cell
size. Over the temperature range 20–80 K, the simulated
results agree well with the experimental results. However,
the thermal conductivity deviates greatly from the measured
data below 20 K, which implies that the classical molecular
dynamics simulation method is not appropriate far below the
Debye temperature. The simulation results prove that thermal
expansion contributes to thermal resistance, particularly at
high temperatures. This article reports that the coefficients of
the relaxation time scale due to impurity scattering can be
quantitatively fitted from molecular dynamics. The calcula-
tions show an order of magnitude agreement with the data
calculated directly from theoretical models, and for the case
of 1.5% vacancy defect density the agreement falls within
15%. Based on the simulated thermal conductivity for

FIG. 4. Defect concentration effects on thermal conductivity of solid argon.

FIG. 5. Thermal conductivity of solid argon at different temperatures.
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samples with vacancy defects and impurity atoms of krypton,
it is found that phonon scattering on impurities due to lattice
strain is much stronger than that due to mass difference.
Argon with vacancy defects is thus found to have a lower
thermal conductivity than argon with krypton impurities at
the same defect concentration.
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