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Abstract—We present a path planning algorithm for coop-
erative surveillance using a set of heterogeneous unmanned
vehicles. The paper describes our overall framework and
algorithm for the computation of trajectories that maximize
spatio-temporal coverage while satisfying hard constraints such
as collision avoidance and specifications on initial and final
positions. An Integer Programming (IP)-based strategy for
successfully operating within these constraints is developed.
IP is applied over a receding planning horizon with terminal
cost to reduce the computational effort of the planner and to
incorporate feedback. Simulation and results are presented to
demonstrate the efficacy of the proposed approach.

. INTRODUCTION

HE use of Unmanned Aerial Vehicles (UAVs) equipped
with cameras for surveillance is a natural but challeng-

ing application of robotic technology. Unlike ground robots,
aerial platforms have many more operating constraints and
their dynamic response typically dictates the nature of their
role in such an application. [1]-[6]. ) . )

Consider the problem of designing a path planner for glehlcle has to perform_somg specific motion pattern (usually
set of unmanned vehicles with the following scenario. Th@ Poustrophedon motion) in order to cover the cell [13].
planner receives a request for a plan for a specified subset giS Method mainly focuses on the single robot coverage
vehicles under its control. The planner also receives an enfdjd Nonholonomic constraints are not considered.
and exit state for each vehicle (3-D location, velocity vector, Most of prior work in the area of coverage concentrated
and time of arrival). It also receives additional informatiorP Sensor network problem [14]-{17].The cooperation of
such as obstacle or threat locations, no-fly zones, at sendByltiple sensors is often achieved by choosing different
availability. The task of the planner is the computation of€nsors (or sensor modes) for different tasks (targets) at
trajectories that maximize spatio-temporal coverage whildifférent times and motion planning is not involved in these
satisfying hard constraints such as collision avoidance afjoblems. Cortes et al. [18] studied the multi-sensor local-
specifications on initial and final positions. |zat|(_)n problem in a po_lygonal env_lronment and developeo! a

This paper address the cooperative motion-planning prog_rgdl_ent—descent algorithm for. optimal coverage and sensing
lem for a group of heterogeneous vehicles which havgoll_mes. Eac_h sensor agent is expected to converge to its
to surveil and generate mosaic maps of their operatio@timal location and stay there. Enrigh et al. [19] considered
area while respecting boundary conditions. Each vehicle {§€ problem of visiting stochastically-generated targets in a
modeled as a nonholonomic point mass moving on a twlanar bounded region with the objective of minimization of
dimensional (2-D) plane at a constant speed with a minimufi€ expected waiting time between the appearance of a target,
turning radius. This model is also known as Dubins car in thé"d the time it is visited. In [21], [22] the coupling between
literature [7]. There is extensive research on multi-UAV tasight path and the camera field of view is studied and an
scheduling and planning which doesn’t address the coveralj€ger Programming(IP)-based algorithm for time-critical
problem. For a review the interested reader can refer to [11900Perative surveillance using a set of UAVs is introduced.
[12]. One approach to the coverage problem is based on
cellular decomposition. When using a cellular decomposition [I. PROBLEM DEFINITION

either each cell is covered when the vehicle crosses it or the . ]
The mathematical formulation of the problem for fhiC3
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Fig. 1. Sensor footprint map of onboard sensors
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2 3 Let f : O" — 0. We say thatf is classC* for nonnegative
. . -~ integerk, if the partial derivativesgx—aa exist and are contin-
\\\0- uous for[a] < k. If f:0"— O™ thenf is classCK if each
. of the component functiong is classC*. Also ||.|| denote
R Euclidian norm.
N For the seV, measureu(V) is defined as:
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¥ N Hv) = [ 9 (4)
(pe g ) T(pf“‘,tf‘") where xy(x) is indicator function defined as:
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Fig. 2. An example with two vehicles
For the seV c 02, letM(V) be the mass center of the inertia
2. Boundary conditions, {y°™",t™"™} and {yeX texity, e M(V) = / wdx ©6)
for i=1,2,---,N: These conditions mean that the vehicle v

Lentry L L ntry ; . . .
starts the task at pofit't'ofif atxtiltmeyie , and ég{m'gr?tEss A planar path or trajectory is a functiop: [to,t1] — 02 as
the task at position™ at time ™. We useT; =t —t, ¥i(t) = (x(t),yi(t)). Signed curvature of the paifft) is K (t)

to denote the time horizon of vehicle and is defined as:
3. Coverage area,Q c 02 It is a closed and bounded o e e
subset ofJJ2. k(1) = (x(U)y(t)" —x(®)7y())/lly O] )

4. Non-fly or non-sail zones,0 c 0% They are closed Apl ;
' anar trajector
and bounded subsets 8f?, which are characterized as thecla?sscz J W

union of a finite number of polygonal regions. trajectory is always less thaly p; wherep; is the minimum

5'_ Sens‘?f footp_rint m_appin_g, W EaCh_ vehicle is radius of a flyable circle by UAW;. Since the trajectory
equipped with a device, which will sense the situations on thﬁ(t) of UAV U is a planar curve with constant speed

. . . . . |

ground. The gzens.mg footprint of the device is charactenzesqgned curvature functio(t) and initial conditionsy (to)
by Wity — 27 Fig. 1 , _ _ _and 6(t) are sufficient to fully specify trajectory(t) as

An exact solution for this problem is trajectoriesyegerined in the following theorem adapted from [20].
{0, ®(0)} for N vehicles such that Theorem 1:Let K : [to,to+ T] — [-1/p,1/p] be a piece-

- ) wise continuous curvature function for the planar trajectory

BEO, A0} arg{w(t)?%t)}ttj(LP'(V'(U) na) y(t) with given initial conditionsy(tg) = (X(to),¥(to)), O(to)
and constant speeﬁiy{(t)” = Vj. Then the parameterized
trajectoryy : [to,to + 7] — 02 can be written as:

(t) is called flyable by vehicle; if it is
and the absolute value of the signed curvature of the

while avoiding non-fly or non-sail zone® N {y'(t)} = 0,
satisfying boundary conditions

W(EE™) = Y,y () = T, ) V() = (), y(1) ®
and the minimum turning radius constraints, for= where t
1,2,---,N. To apply these solutions on practical vehicles, X(t) :V/t cog6({))dd +x(to) 9)
these admissible trajectories will be converted into a se- Ot
guence of.Way p0|nt§ for gach vehllcles.. An gxam_ple of the y(t) :v/ sin(0())dZ +y(to) (10)
problem with two vehicles is shown in Fig. 2, in which entry t

and exit states and time are marked as large dots, dashed liggg
represent the solution trajectories, and small dots represent
way points on the solution trajectories. Following these

trajectories, vehicles will achieve maximal coverage while . 5 . .
avoiding non-fly or non-sail zones. Also y(t) is a clas<C* and flyable trajectory for a UAV with

If boundary conditions (16) are replaced by constant spee_d and i_nitial conditionsy(tp) and 8(tp) with

_ _ minimum turning radiugp.
V™) = MYy (80) — v < o [t0 — ST < af, (8)  This theorem enables us to change the search space from
lyable planar trajectorieg(t) i =1,..,N to bounded scalar
unctionsk;(t) i=1,..,N.

4
6(0)= | Kk(&)dE +6(0) a1

o . . i
then the solution is called an approximate solution Wltf?

i d_[gd gd ... gd i

Zﬁ’f'?;ttoéetréﬁcft]_ [0, a2, ay] and time tolerance Therefore we can restate our objective as generating
o b2 oo NG . . curvature functions{k;(t) | |k ()| < 1/p, i =1,2,--- N}
Thrpughout the paper we use the foIIow!ng.notatlonsfor all UAVs in order to get maximum coverage while

Consider an n-tupler = (ai, .., dn) Of nonnegative |ar[1;[]egers, satisfying hard constraints such as collision avoidance and

, . 29 _
then we define the sum dg] =73 ai and 57 = o specifications on initial and final positions.



Assume that6i(t) is the heading of the vehicle with  A. Discretization ofQ and time
respect to they = 0 axis. For each vehicleat given timet,
the position of vehicley(t) and the heading of the vehicle
6i(t) are sufficient to uniquely specify the field of view. The
heading of each vehiclé(t) can be written as:

We partition the search spa€einto regions, using circles
with radiusr. The tessellation of the field to be observed is
based on the geometry of the least capable camera and also
the required resolution.

6,(t) = arctarfy/(t) /X (1)) (12) Let B (p) represent the ball of radiusand centemp as

Given any time instantp, the values ofy(tp) and y’ to _ 2 _
uniquely specify the field of view at timtb.( B)ased o|n< tf?is Br(p)={ae D[ llp—dllz<r} (27)
we define the state of configuration of the N-vehicle systempe collection? — {Br(P1),-..,Br(pn)} is said to cover,
as follows. or to be a covering of2 if Q C "B (pi).

Definition 1 (State of the systemJhe state of N-vehicle Gjyen a covering¢, the discretized or Q¢ is defined as
system with given trajectorie$y;, ...} at any timet is  the following set:
defined by a\ x 4 matrix as:

MOBRA0) si(t) Q%= {B(p) €€ | Bi(p)()Q # 0} (18)
S(t) = : : = : (13)  There exist methods for finding the minimum number of
Wi(t) V;u(t) su(t) disks of radiusr to cover regionQ in the plane [20],

Definition 2 (Coverage mal ): At any timet coverage however the number of the covering doesn’'t much effect the
map is mapping from the configuration space to the®et complexity of the coverage algorithm.
as follows: Similarly we define the discretized field of vieyf(s (t))

W(S(t)) _ L’ilJ Wi (S (t)) ﬂQ (14) as follows:

i—1
Note thatW(s(t)) is actually a snapshot of the coverage of Pl(s(t) ={B(p) €Q? | Bi(p) CWi(s(t)}  (19)
Q at timet.

Now we can define an alternative way coverage problem as'Ve also define discretized coverage mefit) as :

follows: N
d d

(K@), kO =arg  max [ JWi(s()NQ) W) = Uwis) (20)

(ke (O} 5 i

(15) o

while avoiding non-fly or non-sail zone® N {y(t)} =0, B Discretization of curvature
satisfying boundary conditions Since the range of the functiaq : [to,t1] — [~1/pi,1/pi]
v (t.entry) - Ventry v (Vexit) Y (16) is bounded, we can fairly approximate functian(t) with

1 1 - N s | - 1 ?

piecewise constant functiokf(t) as:
The objective of the coverage problem is to find admissible

curvature functioni(t) i = 1...N to get maximum coverage Kid : to,ta] — K(p) (21)
of the regionQ while satisfying constraints such as collision
avoidance and initial and final positions. Where
Mathematically, the coverage problem is an infinite- i
dimensional non-convex optimization problem because its K(pP) = {ki | ki = ' i=-m-m+1..m}  (22)

search space of all admissible trajectories of the vehicles is
infinite dimensional, and coverage area and non-fly or non- Also we assume that curvature is constant for a time
sail zones might induce non-convex constraints. Computirigterval with lengthd; . In order to makec?(t) a continuous
an exact solution requires a finite and exact representatifumction, we assume that the change of curvature between
of the search space. Because such a representation is nas different valuesk; to k is linear in time and takes
available, we will discretize the problem in the next sessiosec. The transition betwedaq to k is possible iff|l — j| < 1.
to obtain an approximate discrete representation.

The complexity of the approximate discrete representation, Integer Programming Formulation

is still quite high. Exhaustively search will return the optimal . i )
solution in the representation, but not be able to satisfy the TNiS Section presents a Integer Programming (IP) formula-

given time budget. We will use receding horizon algorithmé‘on for the time critical cooperative coverage problem using
to find suboptimal solutions. discretized curvature and discretized field of view.

To proceed, assume that time is discretized. At any time
[1l. IP FORMULATION BY DISCRETIZATION OF THE (stage) t, the decision (contrak)(i) = (k3(t),...,kd(t)) is
SPACE, TIME AND CURVATURE defined to be a vector of constant curvatures for N-vehicle
In the following, we try to solve using discretization in system. Also lets assume that no-fly zones can be represented
the setQ € 02, curvature functions; and finally time. as the union of the region&y < By. The coverage problem



can be stated as the following integer programming (IP)
formulation:
O3 IO Ui )
try Ventry
IIV(t°) V?X"Héad
[t~ < af
[v(t) = yi (V)] > dsare
A (t) > Bk

(23)

Where the first three constraints are boundary conditions
and the forth and fifth constraints are collision avoidance
an no-fly zone respectively. Since the size of resulting IP
is very large in the following we try to break down the
size of the IP by solving sequence of smaller size IP’s
using receding horizon control (RHC) approach. Now lets
consider the RHC formulation for (23). Since in RHC
method the planning horizon is usually much smaller than
total mission time, therefore we can't enforce directly the
final condition constraint® —t&| < a! in the optimization
constraints. Hence we try to satisfy —t"| < a} through

the the terminal cost. Assume that the planning horizons
for the RHC arefit,(i+1)t] i =mm+1,---,n where

mt = t®™Y andnr =, Now the RHC for the time period
[kt,(k+1)1)] is given by:

argmin [area(Q(k— 1) — U; ¢ (% (1)))]+
YiCOH((k+1)1), o, ™)
yi(kt) = (k= 1)1)
[¥(t) — y;(t)[| > dsafe
Acy (1) > Bk

(24)
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trajectory

Min time Xy = x(n)

Trajectory

x(0)=x,

Fig. 3. Sample execution of receding horizon based method

Fig. 4. RHC based solution with 61 min run time a®d% coverage

IV. SIMULATIONS

Where theQ(k—1) is the area which has not been coveredy problem scenario

yet and we have(m) = Q. Also C(y((k+ 1)1), et t&x)
is the terminal cost for the vehicie

1) Selecting the terminal costAssume that the for any n
state of the vehicles(i) the minimum time trajectory from
s(i) to the goals™® can be approximately computed using
visibility graph and the Dijkstra’s graph shortest path alg
rithm [25]. Also assume that the min time of traveling is
given by Ti(yi(t), y™"). We define the terminal cost function
C(.) as follows:

(), ) = (25)

Lo (E" =+ Ti(M (1), ") > teare

(64T (% ( )Y e if 0< tiexit_ (t +Ti(yl(t)» V|eXit)) <lsafe o

oo if (£ — (t+Ti(xi(t), ")) <0
(26)

So basically, the cost function looks at the min time collision
free trajectory to the final stat;e,‘”‘it and compares it with

the time that is left for the vehicle, if the vehicle has enough *
time the cost is set to zero and the main objective is to cover
as much area as it can. As the remaining time shrinks the
priority changes from coverage to just simply going directly
to the target. One sample scenario is shown in figure 3.

We test the proposed algorithms on the following scenario

In the scenario the overage region is a rectangd@iyx

300 kmregion (blue rectangle) centered at the origin with a

rectangula|34>< 179 kmno fly-sail zone (red rectangle). we

con3|der a fleet of four heterogeneous vehicles with different
speeds, sensors,task durations, entry and exit states.

Two UAVs (yellow and cyan) with constant speeds
111 m/sec each equipped with camera which
has a 15 km radius footprint and task durations
129 min, 165 min respectively. The entry points are
ps"Y = (153, —150), p;"" = (~159, 150) and exit
points arep$" = (150, 150), p$Xt = (63, 150).

One Unmanned Surface Vehicle (USV); color green in
the Fig. ??; with constant speed1l m/seG equipped
with radar with range of70 km radius and445 min
task duration. The entry and exit points ap§™™ =
(=100, —150), pgx't (—=200, 80).

One Tact|cal UAV; color magenta in the Fig?; with
constant spee®&5m/sec equipped with camera which
has al0 kmradius footprint and®30 min task duration.
The entry and exit points arp;""” = (—182, —150),
p§t= (—114, 150).
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Fig. 5. RHC based solution with 83 sec. run time &% coverage [13]
[14]
B. Computed results
We used the receding horizon algorithm to compute g5]
solution for the problem in Fig. 4. The solution is close to
optimal (around0% coverage). However, the computational; g,
time is aboutl hour, which is far more than the given time
budget. In RHC algorithm we can decrease computation time
by reducing planning horizon and with the price of reduction
in the optimality of the solution. Fig. 5 shows a solution to
the coverage problem witB0% coverage and3 seconds 18]
running time.

V. CONCLUSION

In this paper we presented a path planning algorithm for
time sensitive cooperative surveillance using UAVs equipped
with cameras. There are two additional avenues for furth&f"
research. First, the results in this paper addressed twpei]
dimensional sensor footprints and coverage problems. There
is a need to combine data from UGVs and UAVs, or UUV§22]
and USVs with UAVs which require the extension to three-
dimensional settings. Second, as the number of vehicles
increase, it will become necessary to solve the problefgg]
using decentralized algorithms. This is also an area of great
interest. [24]

[29]
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