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Abstract—We present a method to stabilize a plant with a net-
work of resource constrained wireless nodes. As opposed to tradi-
tional networked control schemes where the nodes simply route in-
formation to and from a dedicated controller (perhaps performing
some encoding along the way), our approach treats the network it-
self as the controller. Specifically, we formulate a strategy for each
node in the network to follow, where at each time-step, each node
updates its internal state to be a linear combination of the states of
the nodes in its neighborhood. We show that this causes the entire
network to behave as a linear dynamical system, with sparsity con-
straints imposed by the network topology. We provide a numerical
design procedure to determine appropriate linear combinations to
be applied by each node so that the transmissions of the nodes
closest to the actuators will stabilize the plant. We also show how
our design procedure can bemodified tomaintainmean square sta-
bility under packet drops in the network, and present a distributed
scheme that can handle node failures while preserving stability.We
call this architecture a Wireless Control Network, and show that it
introduces very low computational and communication overhead
to the nodes in the network, allows the use of simple transmission
scheduling algorithms, and enables compositional design (where
the existing wireless control infrastructure can be easily extended
to handle new plants that are brought online in the vicinity of the
network).

Index Terms—Cooperative control, decentralized control, linear
systems, networked control systems, wireless sensor networks.

I. INTRODUCTION

I NDUSTRIAL control systems are often deployed in large,
spatially distributed plants that involve numerous sensors,

actuators and internal process variables. The traditional means
of interconnecting the various components of these systems has
been via physical wires; this is often difficult to do (in hard-to-
reach or dangerous areas), expensive (due to the labor and ma-
terials involved) and fault-prone (due to degradation of wires,
miswiring due to human error, etc.). Over the last decade, low-
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cost and reliable wireless networks have emerged as a prac-
tical method to alleviate these issues in automation systems [2],
[3]. Besides the obvious physical benefit of reducing excessive
wiring, these networks introduce a set of logical benefits [4]. For
example, wireless communication allows one to “hot-swap” be-
tween a faulty module and a backup module via a simple activa-
tion command, and facilitates “plug-n-play” automation archi-
tectures which reduce downtime.1 Along the same lines, through
the use of certain algorithms that satisfy the principle of com-
positionality (where the existing setup can be easily extended
for increased functionality and robustness), wireless networks
make it possible to incrementally upgrade systems in a straight-
forward manner.
Wireless networks also pose some interesting new chal-

lenges. One problem arises due to the fundamental unreliability
of wireless communication; the probability that a wireless
transmission will be received by a node’s neighbors depends on
various factors, including the amount of power used to transmit
information, environmental conditions that affect the propa-
gation characteristics of the channel, and collisions that might
occur due to multiple nodes transmitting at the same time. An-
other problem is the need to maintain a reasonable end-to-end
delay in the network. The topic of designing controllers that are
tolerant to these types of issues has been intensively studied by
researchers over the past decade [7]–[12]. The vast majority of
work in this area considers the case of a single sensing point and
a single actuation point on the plant, and adopts the convention
of having a dedicated controller/estimator located somewhere
in the network. The stability of the closed loop system is
then studied, assuming that the sensor-estimator and/or con-
troller-actuator communication channels are unreliable (e.g.,
dropping packets with a certain probability). While these and
other works have made great inroads into understanding the
problem of feedback control over networks, they have some
potential drawbacks when it comes to implementation. First,
the state vectors maintained by the controllers in these existing
works typically have sizes on the order of the size of the
plant’s state vector, and intermediate nodes are also expected to
perform operations on state vectors of similar size. However,
devices in wireless networks are often battery operated and have
severe resource constraints, allowing only a modest amount
of computation and storage (examples of this are discussed in
Section III). Also, by adding one (or a few) specialized nodes
capable of performing computationally expensive procedures,
the control infrastructure becomes susceptible to failure on the

1In traditional wired automation systems, modules are connected with an in-
dustrial bus (e.g., PROFIBUS [5], CAN [6]) and a large number of I/O connec-
tors, where the wiring is usually inaccessible, which significantly increases the
time and cost needed for replacements.
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part of those nodes. A second drawback of these traditional
approaches is that they do not capture the real-world scenario
of multiple sensing and actuation points that are geographically
dispersed throughout the plant, with signals that are injected
into and out of different nodes throughout the network.
In order to minimize end-to-end delays in the network and to

maximize the network lifetime, one typically uses wireless link
protocolswhich broadly fall into two categories: synchronous or
asynchronous. Asynchronous protocols have the advantage of
not requiring a communication schedule between nodes, since a
node simply transmits its packet as soon as it is received. How-
ever, this simplicity results in large communication jitter which
makes end-to-end timing analysis very difficult in multi-hop
scenarios [13], and complicates the task of characterizing the
stability of the system.
Time synchronized network protocols are the norm in the

control automation industry and recent standards (such as
WirelessHART [2] and ISA 100.11a [14]) employ a time divi-
sion multiplexing link protocol. Full network synchronization
allows the use of Time-Triggered Architectures (TTAs) where
communication and computation are scheduled at particular
instances of time (i.e., time slots) [15]. From the perspective of
analyzing system stability, TTAs have the advantage that the
network-induced delay is known. Furthermore, a closed-loop
system based on a TTA can be modeled as a switched control
system [16], which allows utilization of existing techniques
for switched-system analysis. However, in this case the system
performance depends on communication and computation
schedules that have to be carefully designed and interleaved
on a node-by-node basis. Even in the case with only one
plant being controlled over a multi-hop network, the task of
constructing these schedules in order to meet strict end-to-end
delay requirements is very complex [16], [17].
The goal of this paper, which expands on the work presented

in [1], is to introduce a new way of looking at the problem of
control over wireless networks. Instead of assigning the com-
putation of the control law to a particular node in the network,
we show how to cause the entire network itself to act as the
controller. We call this fully-distributed paradigm the Wireless
Control Network (WCN). To develop this idea, we consider a
setup where several resource constrained wireless nodes are de-
ployed in the proximity of a plant, with some nodes having ac-
cess to the sensor measurements (i.e., outputs) of the plant, and
some nodes placed within the listening range of the plant’s actu-
ators. Each node in the network is capable of maintaining only
a limited internal state. Given this setup, we present a simple
linear iterative strategy for each node to follow, where each node
periodically updates its state to be a linear combination of the
states of the nodes in its immediate neighborhood. In addition,
the plant actuators apply linear combinations of the states of
the nodes in their neighborhood. The key insight of our work
is that this simple scheme causes the entire network itself to
behave as a structured dynamical compensator. Based on this
insight, we adapt numerical algorithms from the literature on
structured and static output feedback control design to synthe-
size the stabilizing linear combinations employed by each node
and actuator. We also show how this design procedure can be
modified to account for packet drops in the network. As dis-
cussed in Section III, this approach to control over a wireless

network has many benefits over traditional schemes (where in-
formation is routed to and from a dedicated controller). Specif-
ically, the WCN requires very little overhead, is very simple to
schedule, is capable of handling plants with dispersed sensing
and actuation points, can explicitly account for computational
constraints at each node, and satisfies the principle of composi-
tionality (allowing ease of incremental upgrades to the plant).
The rest of the paper is organized as follows. In Section II, we

introduce and describe the Wireless Control Network in more
detail, including the mathematical formulation that will set up
the design procedures. In Section III, we list the implementation
advantages of the WCN in comparison to existing networked
control schemes.We then delve into the problem of synthesizing
the WCN in Section IV, where we adapt existing algorithms
from the literature on static output feedback to determine an ap-
propriate set of stabilizing linear combinations. In Section V,
we show how these algorithms can be modified to account for
probabilistic packet drops in the network. For the sake of clarity,
we assume in both of these preceding sections that each node
can only perform calculations on a single (scalar) value; in Sec-
tion VI, we generalize our discussion to vector states at each
node. We provide examples of our scheme in Section VII. In
Section VIII we show how the WCN is able to gracefully de-
grade under node failures, and we discuss the relationship be-
tween the WCN and the traditional notions of delay introduced
by the feedback loop. Finally, we finish in Section IX by de-
scribing some possible directions for future improvements on
this scheme.

Notation

We use to denote the unit column vector (of appro-
priate dimension) and the symbol denotes the column vector
(of appropriate size) consisting of all 1’s. The symbol de-
notes the identity matrix. The notation indi-
cates a square matrix with the quantities inside the brackets on
the diagonal, and zeros elsewhere. The notation indicates
the trace of a square matrix. We will denote the cardinality of a
set by . The set of nonnegative integers is denoted by .
The notation indicates that matrix is positive
(semi)definite. The set of all positive definite matrices is
denoted by . A graph is an ordered pair , where

is a set of vertices (or nodes), and is a
set of ordered pairs of different vertices, called directed edges.
The vertices in the set are said to be
neighbors of vertex .

II. WIRELESS CONTROL NETWORK

Consider the system presented in Fig. 1, where the plant is
to be controlled using a multi-hop, fully synchronized wireless
network. In this paper we focus on plants of the form2

(1)

2The plant model can be generalized to include update and measurement
noise; if the noise is taken to be independent and identically distributed with a
bounded variance, all of our analysis and results will still ensure that the system
is bounded in a mean square sense. For the purposes of clarity, we will therefore
omit the noise terms in our discussion.
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Fig. 1. Multi-hop wireless control network used as a distributed controller.

with , and . The output vector
contains measurements of the

plant state vector provided by the sensors .
The input vector corresponds
to the signals applied to the plant by actuators .
The WCN consists of a set of nodes that communicate with

each other and with the sensors and actuators installed on the
plant. Each node in the network is equipped with a radio trans-
ceiver along with (limited) memory and computational capabil-
ities.3 Similarly, each sensor and actuator on the plant contains
a radio transceiver, allowing them to communicate with neigh-
boring nodes. The wireless network is described by a graph

, where is the set of nodes
and represents the radio connectivity (communica-
tion topology) in the network (i.e., edge if node
can receive information directly from node ). We also define

as the set of nodes that can receive information directly
from at least one sensor, and as the set of nodes whose
transmissions can be heard by at least one actuator.
To facilitate our development, we will find it convenient to

consider a new graph that includes the plant’s sensors and ac-
tuators. This graph is obtained by taking the graph and adding

new vertices where corre-
sponds to the plant’s sensors, while cor-
responds to the plant’s actuators. Define the edge sets

We then obtain .
Unlike traditional networked control schemes where a par-

ticular node is designated as the controller and all other
nodes are used to route information between and the plant,
we propose a fully distributed control scheme where the entire
network itself acts as a controller (becoming a Wireless Control
Network). To achieve this, we have each node in the network
utilize a linear iterative strategy where, at each time-step, it up-
dates its value to be a linear combination of its previous value

3We will model these resource constraints by limiting the size of the state
vector that can be maintained by each node. To present our idea, we will initially
focus on the case where each node’s state is represented as a scalar. The more
general case, where each node can maintain a vector state with possibly different
dimensions, is considered in Section VI.

and the values of its neighbors.4 In addition, the update proce-
dure of each node from the set includes a linear combination
of the sensor measurements (i.e., plant outputs) from all sensors
in its neighborhood. If we let denote node ’s (scalar) state
at time step , we obtain the update procedure:5

(2)

Each plant input is taken to be a linear
combination of values from the nodes in the neighborhood of
the actuator :6

(3)

Remark 1: Note that the time-step of the network in the
above updates is the same as the time-step of the plant. This
is in contrast to the typical paradigm of control over networks,
where the sampling rate of the plant must be slow enough that
information can be routed within the wireless network without
much of an impact on the closed-loop system. This paradigm
automatically enforces that the nodes in the network operate at
a faster rate than the plant. However, the above WCN algorithm
only requires each node to operate on information from one-hop
neighbors. Thus, we can either slow the network nodes down to
the sampling rate of the plant (potentially obtaining benefits in
reliability, efficiency, etc.), or speed up the sampling rate of the
plant to match the rate of the network (potentially yielding better
control performance).
The scalars and specify the linear combinations

that are computed by each node and actuator in the network.
If we aggregate the values of all nodes at time step into the
value vector the behavior of
the entire network can be represented as

for all ( ). In the
above equation, for all , if

, if , and if . Thus, the
matrices and are structured, meaning that they have
sparsity constraints determined by the topology of the WCN.
Throughout the rest of the paper, we will define to be the set of
all tuples satisfying the
aforementioned sparsity constraints. The above representation
leads to our first key observation: the linear strategy employed
by the nodes causes the network to act as a structured dynamical

4The proposed scheme is similar in flavor to the algorithms used in linear net-
work coding [18], where nodes in a network mathematically combine packets
before transmitting them. In our case, the objective is to choose these linear com-
binations to stabilize the plant, rather than simply transmit information through
the network.
5The neighborhood of a vertex is with respect to the graph .
6Here we assume that each actuator, in addition to having a radio transceiver,

has computational capabilities to be able to calculate the weighted sum of its
neighboring nodes’ states. However, in cases where an actuator is equipped only
with a transceiver, the state of only one node in the actuator’s neighborhood is
used by that actuator. Thus, in this case for each , for
exactly one , and all other weights are equal to zero.
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compensator. If we denote the overall system state by
, the closed-loop system becomes

(4)

Remark 2: The WCN is a fully distributed controller, imple-
mented upon a substrate provided by a wireless network. One of
the key differences between the WCN and classical decentral-
ized control approaches is that the latter typically assume that
each controller has direct access to some of the plant inputs and
outputs [19]. In contrast, if we view each node in the WCN as a
separate controller, many of these controllers will not be directly
connected to the plant, but only to other nodes (or controllers).
Furthermore, we enforce size constraints on the state of each
controller, and study how to leverage the interconnections be-
tween the nodes in order to stabilize the system.
In the next section, we describe the implementation advan-

tages of the above control mechanism, and then we present al-
gorithms to find an element of that causes the closed loop
system to be stable.

III. ADVANTAGES OF THE WIRELESS CONTROL NETWORK

With the mathematical description of the WCN from the pre-
vious section in hand, we will now discuss some advantages of
this architecture in the context of multi-hop embedded wireless
networks for control.

A. Low Overhead

The proposed scheme is computationally inexpensive since
each node only needs to compute a linear combination of its
value and values of its neighbors. Thus, the WCN can be easily
implemented even on resource constrained, low-power wireless
nodes (such as those shown in Fig. 2),7 using very simple, pe-
riodic tasks executed on a real-time operating system (such as
nano-RK [21] or TinyOS [22]). Furthermore, unlike traditional
networked control schemes, our approach can explicitly account
for these computational and resource constraints during the de-
sign procedure (i.e., by limiting the size of the state vector main-
tained by each node).
In addition, as the only requirement of the scheme is that

a node transmits its state once per time-step (also known as
a frame in the wireless networking literature), the proposed
scheme can be easily “piggy-backed” into wireless networks
that already assign a transmission slot for each node to main-
tain network related information (e.g., wireless systems for
factory automation based on the ISA100.11a standard [14] or
wirelessHART [2]). For example, if the node’s state is
a 16-b scalar, each node only needs to transmit 2 additional
bytes per frame in order to control the system, which can
be easily accommodated in each transmitted message. This
also allows the possibility of using the proposed scheme as
a backup (fault-tolerant) mechanism in traditional networked
control systems. Specifically, if the primary control mechanism
(i.e., dedicated controller) in the existing networked control

7These nodes usually contain an 8-b or 16-b microcontroller operating on 8
MHz (or lately 16 MHz) clock, with up to 16 KB of RAM and a low-power
radio (typically IEEE 802.15.4 compatible radio, with 250 Kbps physical layer
data rate). Their power consumption is also very low; for example, the FireFly
node uses 60 mW when both CPU and radio are active, or 3 when the CPU
and radio are in sleep mode [20].

Fig. 2. (a) On the left of the coin, a low-power FireFly node; on the right, a
FireFly node with an add-on AM receiver for hardware-based out-of-band syn-
chronization; (b) An example of FireFly nodes in a process-in-the-loop simula-
tion using the Honeywell Unisim process (plant) modeling tool.

infrastructure fails, the wireless network itself can take over the
role of stabilizing the plant (i.e., operate as a WCN) until the
functionality of the primary controller is restored.
The requirement that all nodes in the WCN be at least loosely

synchronized can be easily accomplished using in-band syn-
chronization as a part of a TDMA-based Medium Access Con-
trol (MAC) protocol (i.e., nodes implicitly synchronize with an-
other nodes using the current transmission slot, as in RT-Link
[23] and wirelessHART [24]) or with hardware synchronization
(e.g., using an additional AM receiver, as shown in Fig. 2(a)
[23]).8

B. Simple Scheduling

The presented scheme does not require complex communica-
tion scheduling, since each node needs to transmit exactly once
in a frame and the WCN does not impose end-to-end delay con-
straints (i.e., nodes close to the actuators do not need to wait
for information to propagate all the way from the sensors). The
only requirement of the communication schedule is to be con-
flict-free (i.e., two nodes within the same transmission range
should not broadcast at the same time). Since theWCN does not
use any routing to and from a dedicated controller, the commu-
nication schedule does not have to change when link qualities
change. On the other hand, standard routing techniques require

8Although the nodes in the network have to be synchronized, the WCN
scheme can also be implemented in wireless networks that utilize asynchronous
MAC protocols (e.g., B-MAC [25]). In this case, the effects of (increased)
message collisions have to be taken into account while calculating the proba-
bility of message failure, since they will have negative effects on the system’s
stability (as shown in Section V).
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a recalculation of the routes and communication schedules if
the packet drop probability on one of the links increases dra-
matically. Thus, if is the maximal degree of the interference
graph,9 a static conflict-free schedule can be derived using graph
coloring, with slots in a frame. Since the duration of a frame is
equal to the plant’s sampling period, the minimal sampling pe-
riod of the plant is equal to , where is the duration of
a communication slot. In contrast, traditional networked control
systems often impose a requirement that the sampling period be
greater than the end-to-end delay, causing the minimal sampling
period to directly depend on the network diameter.

C. Multiple Sensing/Actuation Points

The WCN can readily handle plants with multiple geograph-
ically distributed sensors and actuators, a case that is not easily
handled by the “sensor channel controller/estimator
channel actuator” setup that is commonly adopted in net-
worked control design. Even in the few works that consider net-
worked control over arbitrary topologies (e.g., [11], [12]), an
assumption is made that there is a single actuation and a single
sensing point on the plant. Under this assumption, those pa-
pers recommend placing the controller at the actuation point,
so that the controller will know all of the inputs that are applied
to the plant, and can thus correctly estimate the state from the
information that it receives from the sensing point (via the other
nodes). However, real-world plants contain multiple actuation
and sensing locations, in which case it is no longer clear that
the conclusions in those papers hold. Our approach, on the other
hand, does not rely on the existence of dedicated controllers, and
inherently captures the case of nodes exchanging values with the
plant at various points in the network.

D. Compositionality

The WCN allows compositionality, meaning that an existing
design can be easily extended to accommodate new subsys-
tems that are added to the plant. In subsequent sections we de-
scribe how to synthesize the WCN to stabilize a given plant.
However, suppose that some new subsystems (or plants) are
added in the proximity of the wireless network, and the ex-
isting wireless infrastructure is to be used to control these new
systems (in addition to the original plant). In traditional net-
worked control schemes (with a dedicated controller node, and
all other nodes functioning as routers), reusing the network is
complicated due to several factors. First, each node would po-
tentially have to transmit multiple times during a given frame,
based on when the information reaches it from the various sen-
sors on the different plants. This requires the calculation of a
new collision-free schedule for the entire network.10 Second,
with each change of communication schedules, it is necessary
to analyze the schedule of computations on each node to deter-
mine whether a controller assigned with the execution of one
(or more) control procedure(s) can schedule and execute them
in time (between packet reception and subsequent transmission)
to provide outputs that are to be transmitted to actuators [16].

9The interference graph is defined as , where a
link between two nodes (or a node and a sensor/actuator) indicates that they can
interfere with each other (i.e., cannot transmit simultaneously).
10Here we consider networks that utilize TDMA MAC protocols.

Compositionality is inherent in the WCN due to the fact that
each node is only required to transmit once per frame (and
end-to-end delay requirements do not enter into the picture).
If is the total number of plants, one can calculate a separate
stabilizing set of linear combinations for each of the new plants,
with corresponding separate states maintained by each node.
To control all plants simultaneously, each node groups all of its
(possibly vector) states into a single transmission packet.11

Upon reception of the different states from each of its neigh-
bors, each node updates its different internal states using
the appropriate linear combinations. This enables a completely
decoupled computation of the matrices that
guarantee stability for each of the plants, although physically
realized by the same WCN. As controlling an additional plant
does not change the communication schedule for the WCN, one
can avoid the complex rescheduling of communications and
computations that is inherent in traditional networked control
systems [16], [17].

IV. STABILIZING THE CLOSED-LOOP SYSTEM

In this section, we discuss the problem of determining the
linear combinations that should be used by each node and actu-
ator to stabilize the closed-loop system via the WCN. From (4),
the closed-loop system is stable if thematrix
is Schur. The traditional approach to achieving this would be
to attempt to find a positive definite matrix satisfying the
Lyapunov inequality , or equivalently,

The above condition is not linear in the design parameters
; this is of no consequence in standard controller

design (when there are no structural constraints on the design
matrices), because this condition can be converted to a Linear
Matrix Inequality (LMI) via an appropriate transformation of
the systemmatrices (e.g., as done in [26]). However, the fact that
the matrices are structured in our framework prevents us from
directly applying these standard procedures.12 While this direct
attempt to cast the controller design problem as a LMI does not
work in our context, we note that problems of the above form
appear in the design of static output feedback controllers with
sparsity constraints on the gain matrix [28]. Although this is a
computationally difficult problem in general (e.g., various ver-
sions of this problem are NP-hard [29]–[31]), various numerical
approximation algorithms have been proposed in the literature

11Usually this is not a severe limitation even for low-bandwidth, 802.15.4
networks (where each transmission can carry up to 1024 b). In these networks,
if each plant is controlled using the scheme where a node maintains a scalar
16-b state value, then up to 64 plants can be controlled in parallel.
12For matrices that have particular structures (such as being block diagonal), a

common approach is to consider to be block diagonal, which would maintain
the structure of the design matrices after the linearization [27]. However, for the
(arbitrary) network topologies that we study in this paper, our experiments show
that this approach is overly conservative and fails to find feasible solutions even
when they exist.
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(e.g., [32]–[34]). We now describe one such procedure that can
be used to design theWCN, and later we will show how this pro-
cedure can be modified to deal with unreliable communication
links in the network. We start with the following characteriza-
tion of stability of structured systems from [35].
Theorem 1: ([35]) A matrix is Schur if and only if there

exist symmetric, positive-definite matrices and such that

The above theorem provides a matrix inequality that is linear
in the design variables and , but suffers from the fact
that the constraint is nonconvex. One appealing
approach to deal with this was suggested in [32], [33], where
the constraint is approximated with an optimization
problem via the following lemma.
Lemma 1: Positive-definite matrices satisfy the con-

straint if and only if they are optimal points for the
problem

and the optimal cost of the problem is .
Using the Schur complement, the constraint in the

above lemma can be transformed to the form .

Theorem 1 and Lemma 1 yield the following corollary.
Corollary 1: There exist a Schur matrix

where the matrices and satisfy the desired sparsity
constraints ( ) if and only if the following opti-
mization problem:

(5)

(6)

(7)

is feasible with optimal cost .
Note that with the exception of the objective function (5), all

of the constraints in the above corollary are linear in the un-
known parameters, and can readily be solved using LMI tools.
As described in [32], [36], a problem of the form from
Lemma 1 (or (5)–(7) from Corollary 1) is known as a cone com-
plementarity problem (CCP). For such problems, El Ghaoui et
al. [32] showed that the nonconvex function can be re-
placed with a linear approximation

for any given matrices and . With this insight, [32], [33]
showed that an iterative algorithm can be used to minimize

, while ensuring satisfaction of LMI constraints. For our
application, the iterative approach proposed in those papers can
be formulated as Algorithm 1.

Algorithm 1 Stabilizing closed-loop system with the WCN

1. Find feasible points , , , , that satisfy the
constraints (6)-(7). If a feasible point does not exist, then
it is not possible to stabilize the system with this network
topology.

2. At iteration ( ), from , obtain the matrices
, , , , by solving the

following LMI problem:

3. If the matrix

is Schur, stop the algorithm. Otherwise, set
and go to the step 2.

In [32] the authors showed that the sequence
will always converge. In addi-

tion, if the sequence converges to the condition
can be satisfied under the given LMI constraints. A

similar proof can be constructed in this case, which leads us to
the following theorem.
Theorem 2: Algorithm 1 determines a tuple

that causes the matrix to be Schur if the sequence
converges to .

Note that while each iteration of the above algorithm is a
convex optimization problem (which can be efficiently solved
using standard LMI toolboxes), currently there is no way to
characterize the number of iterations required for the algorithm
to converge. This problem has attracted substantial attention
in the context of static output feedback design. For example,
[34] compared the convergence rates of various algorithms, and
similar experiments can be run for the synthesis of the WCN.
Furthermore, in [33] the authors propose a simple modification
of the utilized algorithm in order to provide faster convergence.
However, the convergence rate of the algorithm depends on the
initial points and , but we do not currently have a way
to pick the ’best’ such initial points. Indeed, due to the com-
putational complexity of the static output feedback problem,
it is difficult to obtain fast convergence of such algorithms in
general.
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V. STABILIZATION DESPITE UNRELIABLE
COMMUNICATION LINKS

In the previous section, we considered the case where mes-
sages exchanged between nodes are always delivered. Since un-
reliability of the communication links is one of the main draw-
backs of wireless networks, in this section we focus on more
“realistic” system models, where potential message drops are
taken into account. In this case the system’s evolution can be
described as

(8)

where is the overall system’s state and the sub-
script describes time-variations in the matrices (
caused by (probabilistic) drops of communication packets. The
focus of this section is to adapt the design procedure described
in the previous section to generate a set of weights that guarantee
stability of the system in a probabilistic sense, defined below.
Definition 1: ([26], [37]) The system is mean-square stable

if for any initial state , ,
where the expectation is with respect to the probability distri-
bution of the packet drop sequence .
A vast amount of research has focused on the topic of de-

signing controllers to stabilize plants over communication chan-
nels that are subject to Bernoulli packet drops, typically as-
suming the existence of a single unreliable channel between the
plant sensor and the controller, and the controller and the plant
actuators [9], [10]. However, there are relatively few results that
explicitly consider packet drops in networked control systems
with general topologies. The paper [11] considered the problem
of the optimal location for a controller in a network and showed
that placing the controller at the plant’s actuator would maxi-
mize the amount of information available to the controller (since
at any other location, it would not knowwhether a control signal
that it sent to the actuator was dropped along the way). The pa-
pers [12], [38] considered the issue of allowing intermediate
nodes to encode information that they are routing to the con-
troller, so that the controller would receive enough information
to stabilize the plant. All of these papers assume a single sensor
and actuation point on the plant, and consider the existence of
a designated controller within the network. It is worth noting
that the papers [12] and [38] allow the intermediate nodes in the
network to perform linear operations on the data that they send,
but this is done purely to provide the dedicated controller with
enough information about the state of the plant (as opposed to
our approach, where the linear combinations are chosen so that
the transmissions of the network as a whole are stabilizing).
The topic of modeling networks with unreliable channels was

also considered in [37], where it was shown that such networks
can be cast in a robust control framework, allowing an ele-
gant approach to analysis and design. We will adapt this ap-
proach to the problem of designing a wireless control network
with unreliable links. In the framework of [37], a communica-
tion link is modeled over time as a memoryless, discrete, in-

Fig. 3. Remote control over fading channel; (a) A link between nodes and
; (b) Link transformation into a robust control form.

dependent and identically distributed (IID) random process ,13

which maps each transmitted value into a received value
.14 For arbitrary nodes and , consider a

communication link with weight [as shown in
Fig. 3(a)].
Let denote the number of links in the graph defined in

Section II, which contains the original network, together with
the plant’s sensors and actuators, along with the corresponding
edges (i.e., ). For convenience, we define a bi-
jective mapping to enumerate all
links in the network. In the rest of the paper, we will sometimes
denote a link by its label for
convenience, and its weight as or . In addition, all vari-
ables related to the link will be denoted with index (e.g., ,
instead ). The contribution of the node to the linear com-
bination calculated by node at time can be represented as

, where has mean and a finite vari-
ance .
Following the approach in [37], we consider the link trans-

formation shown in Fig. 3(b). By writing ,
where is a zero-mean random variable with variance ,
the original unreliable link is modeled as a combination of a
deterministic link (without message drops) with gain and
a random link described with gain . Let denote the
signal transmitted over the link, scaled by the weight on that
link

if ,
if ,
if .

Stacking all of the ’s in a vector of length , we can
write

(9)

where each row of the matrix contains a
single nonzero element, equal to a gain or . More pre-
cisely, the matrix is defined as

if and ,
if and ,
if and ,
otherwise.

(10)

13Here IID implies that the random variables are IID.
14Note that a Bernoulli packet drop channel can be modeled by setting
with probability and 1 with probability .
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Based on the link transformation shown in Fig. 3(b), and
using (2), the update equation for each node is

Also, from (3), the input value applied by each actuator at time
step is

Let , so that the above expressions
can be written in vector form as

where each nonzero entry of matrices , and (except
the diagonal entries of ) is of the form , and ,
respectively. Each entry in the matrices and is either
0 or 1. Specifically, each row of those matrices simply selects
which elements of the vector are added to the linear
combinations calculated by the actuators and the wireless nodes.
More precisely, matrices , and

are given by

if
else

if , and ,
else.

(11)

Defining the overall system (with potential

message drops) can be represented as

(12)
with given by (9).
As previously mentioned, an assumption is made that

are independent zero-mean random
variables with variance . In addition, we assume that all
random variables, are independent (i.e., link
failures are independent across time and space). With this as-
sumption, using the approach in [37], we obtain the following
result.15

Theorem 3: The system from (12) is MSS if and only if there
exists a positive-definite matrix and scalars sat-
isfying the LMIs

(13)

where denotes the row of the matrix .

15The proof of this theorem is a special case of the proof of Theorem 5 pro-
vided in the Appendix.

Using the Schur complement and the cone complementarity
condition as in Section IV, Algorithm 2 (shown below) can
be constructed to solve the inequalities presented in the above
theorem (note that the matrix and ’s are constants). As in
the previous section, we obtain the following theorem.

Algorithm 2 Stabilizing the closed-loop system with unreliable
communication links

1. Find feasible points , , , , that satisfy
the constraints (13), where

If there is no feasible point, it is not possible to obtain
MSS with this network topology and distribution on the
communication links.

2. At iteration , from , obtain the matrices
, , , , and a vector

by solving the following LMI problem:

3. Stop the algorithm if the following conditions are true:

Otherwise, set and go to step 2.

Theorem 4: Algorithm 2 will determine the tuple
that guarantees MSS of the system under

the given distribution of the link failures in the network if
the sequence converges to

.
Remark 3: It is worth noting that any matrices , , ,
and vector that satisfy the constraints from (13) for the

link quality vector , also satisfy the con-
straints for any vector such that (where “ ” implies
elementwise inequality). Thus, finding a vector
for which there exists matrices , and that guarantee
MSS allows the use of the same matrices , , even when
the link qualities are better than that specified by the vector .
The largest value of for which the system isMSS can be found
by allowing to be a variable. This causes the last matrix
inequality in step 2 of Algorithm 2 to be a bilinear constraint, but
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this can be handled by using bisection on the parameter
(e.g., as done in [26]).
Remark 4: Note that the number of constraints in Algorithm

2 grows linearly with the number of links in the network, rather
than exponentially (i.e., we do not have to consider all pos-
sible combinations of failed links at any given time-step). This
is due to the fact that stability under link failures is viewed as
a problem of robustness in a linear system in this framework,
which is one of its main benefits (note that we can model the
WCN as a linear system precisely due to the specific linear iter-
ative strategy that we are having each node follow).

VI. INCORPORATING MORE POWERFUL NODES

Our development so far has treated the case where each node
in the WCN maintains a single scalar state, which allows very
simple nodes to be used for controlling the plant. However, our
approach can also be used to design heterogeneous networks
where nodes may have different memory and computing capa-
bilities (including the case where some nodes are, in fact, ded-
icated controllers). Mathematically, this can be modeled by de-
scribing node ’s state with a vector , with update
procedure (similar to (2))

where and . In addition, a plant’s input
at time-step has the form

with If each value from a node’s state is trans-
mitted in separate packets, a node could be modeled as
different nodes , where each node would
maintain a scalar value as its state. This would allow the use of
Algorithm 2 to determine matrices , , that have the de-
sired sparsity pattern and guarantee MSS of the system. How-
ever, this scheme would also require more than one transmis-
sion per node per frame, which would increase the minimal
required sampling period of the plant and complicate the task
of scheduling transmissions. Instead, if each node transmits its
whole state vector in a single message, a node cannot be mod-
eled as a set of separate independent nodes, as in this case the
assumption that all channels are independent is not valid (if the
packet is not received, all values from the packet are lost). In
this case, each link or will carry

scalar values at each time-step. As in Section V, let
denote the signal transmitted over the -th link, scaled by

the weight (matrix) on that link (i.e., is ,
or , depending on whether the link is from a sensor to a
node, between two nodes, or from a node to an actuator, respec-
tively). Let denote the size of , and let ,
where denotes the number of links in the network. As in
Section V, the overall system is given by (9) and (12), where

and , with
representing the total number of states over all nodes.

The matrices and are defined as in (10) and (11), with a
small difference that instead of scalars, matrices of appropriate

Fig. 4. Two examples of WCNs; (a) A plant with a scalar state controlled by a
WCNwhere each node maintains a scalar state; (b) A single-input-single output
plant with state controlled by a WCN where each node maintains a scalar
state.

dimensions are used.16 In addition, and
, where is a block-diagonal op-

erator and . This brings us to the following
theorem (the proof is provided in the Appendix).
Theorem 5: The system described with (12) and (9) (with

vector states at each node) is MSS if and only if there exist
positive-definite matrices and
that satisfy the following LMIs:

(14)

where denotes the block-row of the matrix (con-
taining rows from to ).
Using the theorem above, an algorithm similar to Algorithm

2 can be used to determine the (vector-valued) update for each
node to apply in order to guarantee MSS.

VII. EXAMPLES

To illustrate the application of our design procedure from the
previous sections, consider the single state plant shown in Fig.
4(a) and suppose that each link in the network is modeled as
an independent Bernoulli process with probability of losing a
packet equal to (the variance of each process is ).
To solve the optimization problem from Algorithm 2 we used
CVX, a package for specifying and solving convex programs
[39]. For and , if each node maintains a scalar
state, Algorithm 2 converges after 51 iterations17 to a stable
configuration

(15)
Using the bisection method described in the Remark 3, we

extracted the maximal probabilities of message drops, ,
for which there exists a tuple that guarantees
MSS. We considered two cases, one where all nodes in the net-
work maintain a scalar state and the other where they maintain a

16Specifically, matrices and should be substituted for scalars
and , respectively. Also, instead of the scalar ’1’ in (11), the identity matrix

should be used, where is the state vector size for the link’s receiving
node.
17The number of iterations needed before the algorithm converges to a stable

configuration depends on initial points .
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TABLE I
MAXIMAL MESSAGE DROP PROBABILITY FOR MSS IN FIG. 4(A)

vector state in . In addition, networks with and
nodes were considered, where the graph is com-
plete ( ). The obtained results are presented in
Table I. As can be seen, adding additional nodes does not sig-
nificantly increase for this example; a possible hypothesis
for this is that the single link between node and the actuator
is the bottleneck for stability. Similarly, adding more powerful
nodes with larger WCN states does not increase the robustness
of the system to packet drops in this particular example.18

To show compositionality, consider the system presented in
Fig. 4(b), with a single-input-single-output plant of the form (1),
where

is controlled by a WCN consisted of nine nodes with a mesh
topology. The nodes , and are in the neighborhood of
the plant’s sensor, while nodes , and can communicate
with the plant’s actuator. As in the previous example, all links
in the network are modeled as independent Bernoulli processes
with probability of losing a packet equal to . We consider the
case where for all links except the links between the
sensor and nodes , and and the links between nodes ,
and and the actuator. In this case, Algorithm 2 converged

to the stable configuration shown in (16), (17), as shown at the
bottom of the page.
Now consider a scenario in which the plant from Fig. 4(a)

is added to the system in a way that its sensor can commu-
nicate only to node , while its actuator can receive packets
only from node . If these two links are modeled as Bernoulli
links with nodes and can be used to control the
plant with configuration derived in the previous example (from

18However, more powerful nodes can be shown to improve resilience to
packet drops in other scenarios [40].

Remark 3, the derived configuration guarantees MSS for net-
works where packet loss probabilities for all links are less or
equal 0.5%). In this case, both plants can be controlled with the
WCN from Fig. 4(b), where all nodes in the WCN maintain two
scalar states and calculate the first update using the coefficients
from (16), (17) while the second update is calculated using a
matrix where only , , , are nonzero and are
derived from (15). As described in Section III, we were not re-
quired to model both plants as a single plant in order to extract
a stable configuration (under the assumption that each node can
maintain a vector state in ), but were rather able to compose
previously computed stable configurations. It is worth noting
that, although the previous two examples were calculated for
networks with different topologies, in cases when a network is
a subgraph of another network, the former stable configuration
can be simply ’extended’ by adding zeros to unused links in the
latter network. Furthermore, note that new communication and
computation schedules are not required for the WCN; the new
plant is controlled simply by increasing the information in the
(single) transmission by each node.
To test our algorithm on an even more complex example, we

generated a random plant with states, inputs
and inputs, with approximately three eigenvalues in
the interval . The plant is connected to the WCN with
topology shown in Fig. 5, where each sensor can measure
the output ( ), while each input is controlled by the ac-
tuator . Algorithm 1 converged in less than 27 minutes to a
stable configuration. However, as the considered network has
132 unidirectional links (since a bidirectional link is considered
as two unidirectional links), the optimization problem consid-
ered in Algorithm 2 has 132 additional constraints compared
to the optimization problem in Algorithm 1. This increase in
the number of constraints proved to be too much for CVX to
handle, causing it to exceed the memory available on our com-
puters; this was not unexpected, however, as CVX is not de-
signed to deal with large scale problems [39]. Part of our future
work in this area will be to write a dedicated solver to fully test
our scheme on large-scale systems.

VIII. DISCUSSION

A. Relationship Between the WCN and Multi-Hop Delays

At first glance, theWCNmight seem to introduce some delay
into the feedback loop (since the sensor nodes and actuator

(16)

(17)
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Fig. 5. Example of plant with 30 states controlled by aWCN consisted of mesh
network with 16 nodes.

nodes might be separated by multiple intermediate nodes, each
taking one time-step to propagate information), which might
limit the class of plants that can be stabilized with this method.
However, the relationship between the WCN and the traditional
notions of delay introduced by the feedback loop is not as
obvious as it might appear at first glance. Specifically, note that
we allow each node in the network to maintain a value that is a
function of its previous value and the values of all its neighbors,
rather than simply routing values to a controller. This simple
modification causes the network to act as a linear dynamical
system with sparsity constraints in the system matrices; in other
words, this control scheme should be viewed as a dynamic
compensator, rather than a static feedback gain at the end of
a chain of delay elements. The following example shows that
this fact allows our scheme to stabilize plants that cannot be
stabilized with delayed static feedback.
Consider once again the single-state plant shown on the left

side of Fig. 4(a) (with ), which is to be controlled by a
network with two nodes and . Node receives the plant
output at each time-step , and the input to the plant
is taken to be a scaled version of the transmission of the node
(i.e., , for some scalar ). If the nodes apply

the linear strategy that we study in this paper, the closed loop
system evolves according to

(18)

for some scalars , , , , and . Recall from the
example in Section VII that these scalars can be chosen so that
the closed loop system is stable. In fact, if one chooses the values

, , , and ,
the closed-loop system will have all poles at zero for any .
Now, consider a control scheme where node simply for-

wards the state measurement to at each time-step, and
sends this value to the actuator where the input is
applied. This can be modeled by setting ,

, and in (18). The characteristic polynomial of
this system is , and one can show (e.g., using the
root locus) that it is possible to find a such that this polyno-

mial has all roots inside the unit circle if and only if .
In other words, the delay introduced by this routing scheme
limits the class of plants that can be stabilized. As a further
example, consider the case where we allow to be nonzero
(thereby allowing to be a “controller” with dynamics, while
is still a router). In this case, the characteristic polynomial is

. Letting , , denote the
roots of this polynomial, we see that
and . Now, if all roots are inside
the unit circle, it follows that:

from which we see that and
for stability. For certain values of , it will not

be possible to find a parameter that satisfies both of these
inequalities (e.g., for any . Thus, stability is
not achievable even in the case where has (scalar) dynamics
but is a router. One obtains stability for arbitrary values of
and with scalar computations at each node only by allowing

both and to update their values with a linear strategy (as
demonstrated above).

B. Adapting to Node Failures

The stability of the system can be affected by crash failures
(nodes that stop working and drop out of the network). One ob-
vious approach to deal with up to crash failures is to precal-
culate a set of different tuples (corre-
sponding to all possible choices of or fewer failed nodes),
and have each node maintain a table of these different config-
urations. The neighbors of failed nodes can broadcast the news
of the failures throughout the network, which will prompt all
nodes to switch to the appropriate choice of . This
approach may not be satisfactory in practice, as it requires pre-
computation and storage of a large number of matrices.
Fortunately, theWCN allows a more elegant (and distributed)

method to handle node failures. Specifically, when a node fails,
all neighbors of that node increase their transmission power to
be able to communicate with all other neighbors of the failed
nodes.19 Furthermore, the computations of the failed node are
passed on to one of its neighbors (this can be performed in a
distributed manner during run-time via a simple leader-election
protocol [41]). This neighbor then becomes a virtual node, em-
ulating the behavior of the failed node by maintaining its state,
and transmitting and receiving in the time-slots assigned to the
failed node (in addition to maintaining and transmitting its own
state, as usual). With this scheme, all other nodes in the network
(with the exception of the neighbors of the failed node) continue
to operate as normal. Note that this method causes some nodes to
expend more power after failures (due to the fact that neighbors
of the failed node have to transmit over longer distances and one
neighbor performs extra computations). However, it presents a
simple distributed approach to ensure graceful degradation of
the network under failures.

19This can be done without causing collisions in the transmissions if redun-
dancy is incorporated into the interference graph during the design of the trans-
mission schedules, e.g., so that 2-hop neighbors of each node are also included
in the interference graph, and so forth.



2316 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 56, NO. 10, OCTOBER 2011

IX. CONCLUSION

We have introduced the concept of a Wireless Control Net-
work, where the network itself acts as a controller for the plant.
Each node in a WCN executes a simple procedure by updating
its state to be a linear combination of the states of its neigh-
bors. We presented a procedure that can be used to design the
linear combinations in order to stabilize the closed loop system.
In addition, we showed that the aforementioned procedure can
be made robust to link failures in the network.
While the proposed scheme has several benefits in compar-

ison to traditional control schemes (as described in Section III),
there are also some drawbacks which will be addressed through
future research. We discuss some of these below.
• Our approach can readily handle plants with multiple
actuation and sensing points, and can explicitly account
for computational constraints in the nodes in the network.
However, in plants with single sensing and actuation
points, it is worth noting that our scheme will generally
under-perform traditional networked control approaches
when it comes to maximizing the probability of packet
drops under which MSS can be maintained. This is
because a sufficiently powerful controller effectively emu-
lates a fully connected network (since there are no sparsity
constraints imposed a priori on the controller matrices),
without any packet drops between the nodes. Further-
more, by allowing intermediate nodes in the network to
encode information based on the actual sequence of packet
drops that occur (e.g., as done in [12], [38]), the nodes
are able to send information more ’intelligently’ to the
controller (as opposed to our very simple scheme where
all nodes update their values in the same way at each
time-step, incorporating their neighbors’ values only if
they are received). While our design procedure is capable
of handling powerful nodes in the network (as described in
Section VI), extensions that allow nodes to perform more
complicated operations (e.g., such as Kalman filtering)
will be an avenue for future work.

• We have assumed independent link failures in the network
(both in time and in space). Other works on networked
control (such as [12]) have studied methods of dealing with
arbitrary models of link failures, and it will be of interest
to extend our design algorithms to such cases.

• Our scheme to handle node failures (described in Sec-
tion VIII-B) can only be applied up to a certain point, as
the transmission ranges of nodes cannot be increased in-
definitely. In addition, multiple failures in any given neigh-
borhood might impose a large amount of overhead on the
part of the remaining nodes. A more robust and adap-
tive scheme to handle different fault models in nodes is
desirable.

• This paper assumes that the topology of the WCN is spec-
ified a priori, and presents a numerical algorithm to de-
sign the link weights for each node. The dual approach of
finding appropriate topologies that will be capable of stabi-
lizing a given system is an avenue for future work. Along
similar lines, it would be of interest to find methods to map
existing controller designs onto the substrate provided by
the WCN.

APPENDIX
PROOF OF THEOREM 5

Proof: (A slight generalization of the approach from [37]
is used in the proof.) Consider a linear system of the form

(19)

Definition 1 for MSS is equivalent to saying that the state co-
variance matrix is bounded for all ,
and goes to zero as . From (19), we obtain

The third and fourth terms in the first equation are zero since all
’s in have zero means and are independent from and .
Now, consider the term , and

note that , where denotes the
block-row of the matrix (corresponding to the link

). Since and
, the block submatrix of is given by

. When

as and are independent, zero mean, random variables.
When , using the same approach as in the previous
case gives us

where . Therefore, we have

This is essentially of the same form as the equations in Theorem
6.4 from [37] (except for the fact that the variables are ma-
trices in our case). Therefore, can be expressed using a linear
recursion and thus mean square stability is equivalent to the ex-
istence of positive-definite matrices and

that satisfy conditions (14) of Theorem 5 [37], [42].
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