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Abstract

We develop an elastic–isotropic rod model for twisted DNA in the plectonemic regime. We account for DNA elasticity, electrostatic interactions and entropic effects due to thermal fluctuations. We apply our model to single-molecule experiments on a DNA molecule attached to a substrate at one end, while subjected to a tensile force and twisted by a given number of turns at the other end. The free energy of the DNA molecule is minimized subject to the imposed end rotations. We compute values of the torsional stress, radius, helical angle and key features of the rotation–extension curves. We also include in our model the end loop energetic contributions and obtain estimates for the jumps in the external torque and extension of the DNA molecule seen in experiments. We find that, while the general trends seen in experiments are captured simply by rod mechanics, the details can be accounted for only with the proper choice of electrostatic and entropic interactions. We perform calculations with different ionic concentrations and show that our model yields excellent fits to mechanical data from a large number of experiments. Our methods also allow us to consider scenarios where we have multiple plectonemes or a series of loops forming in the DNA instead of plectonemes. For a given choice of electrostatic and entropic interactions, we find there is a range of forces in which the two regimes can coexist due to thermal motion.
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1. Introduction

The mechanical and electrostatic properties of DNA directly affect various cellular processes, such as replication, transcription, compaction and protein–DNA binding. This is the motivation behind this study of DNA supercoils, which are also known as plectonemes. Plectonemes in DNA molecules are manipulated by several molecular machines during key processes, such as transcription and DNA repair [1]. In several scenarios, the action of these molecular machines or enzymes on DNA has been found to depend on the mechanical stress present in the molecules [2,3]. Consequently, DNA supercoiling remains a subject of study for theorists and experimentalists alike.

Experimentally, DNA supercoiling has been investigated using several biochemical and biophysical methods, including single-molecule experimental techniques, where individual DNA molecules can be stretched and twisted under physiologically relevant conditions [4–8]. In these experiments, it is possible to apply a force and/or moment parallel to the filament axis of a DNA molecule, and to measure the elastic response in terms of elongation and angle of twisting about the filament axis. In rotation–extension experiments, the vertical extension of the DNA filament and the external moment are recorded as a function of the number of turns.

It is a well-known feature of the experimental curves that there is a regime, corresponding to the formation of plectonemes, where there is almost a linear relationship between the DNA extension and the applied number of turns. Also, as shown in recent experiments of Forth et al. [4], Lipfert et al. [5] and Mosconi et al. [6], the external moment is approximately constant in the plectonemic regime.

Plectonemes have been studied theoretically as elastic rods by many authors [9–14]. In order to interpret single-molecule experiments, Purohit [15,16] accounts for the effects of thermal fluctuations as well as electrostatics in plectonemes and straight portions of DNA, and shows that many features seen in the recent experiments of Forth et al. [4] can be qualitatively reproduced using an elastic rod model. Furthermore, as seen in Fig. 5 in Purohit [16], his theoretical results for the slope of the linear region in vertical extension of the DNA vs. number of turns of the bead are around twice the value of those found in experiments by Forth et al. [4]. One of the goals of this paper is to address this problem and get more quantitative agreement with single-molecule experiments. Our approach follows those of van der Heijden et al. [14] and Clausselin et al. [17,18], who use a variational formulation to solve for the geometry of the plectoneme. The analysis in van der Heijden et al. [14] considers only the elastic energy of the filament, but Clausselin et al. [17,18] and other authors [19] consider electrostatic interactions together with the elasticity, and are able to reproduce some of the features of the rotation–extension experiments. In agreement
with Purohit [16], Clauvelin et al. [18] reach the conclusion that electrostatics plays a minor role compared to the elasticity of the DNA in these experiments. Contrary to this conclusion, recent single-molecule experiments and molecular simulations have shown that the results of the rotation-extension experiments depend strongly on the salt concentration of the solution [20,21]. For this reason, we carefully consider electrostatics in this paper and present an analytical model that captures the behavior of DNA in rotation-extension experiments and simulations for a variety of DNA lengths, applied loads and salt concentrations. We also apply our model to a novel set of DNA experiments with a mixture of monovalent and multivalent salts, and show that we can predict the results of these experiments.

Other key variables that are affected by the salt concentration are the discontinuities in extension and torque during the supercoiling transition [20]. These discontinuities have been studied recently by Forth et al. [4] and Daniels et al. [22]. Purohit’s models [15,16] capture these discontinuities or jumps qualitatively, but he does not comment on the salt dependence of the jumps. We contemplate the possibility of the formation of multiple plectonemes and other forms of DNA compaction (loops and plectonemes coexistence) due to energetic reasons.

2. General description of the model

We proceed with a model of the plectonemic region of the DNA molecule based on the framework of Clauvelin et al. [18], but we account for thermal fluctuations effects, confinement entropy and an end loop model. The DNA in the experiments is modeled as a Kirchhoff inextensible elastic rod of length 2l (with \(-l \leq s \leq l\), where s is the arc length along the centerline of the rod). The Kirchhoff theory of rods models the centerline as a curve in space endowed with mechanical properties which are assumed to be suitable averages over the cross-section of the rod [23,24]. The configuration of an inextensible, unsheraeable rod is defined by \(r(s)\) and an associated right-handed orthonormal director frame \(d_i(s), i=1,2,3\). For convenience, the vector \(d_3 = r(s)\) is taken to be tangential to the rod. The kinematics of the frame are encapsulated in the director frame equations \(d_i = u_i \times d_3\), where the components of \(u = u_i d_i\) are measures of the strain, \(u_3\) describes the physical twist, and \(u_1\) and \(u_2\) are associated with bending such that the square of curvature is given by \(\kappa^2 = u_1^2 + u_2^2\). We assume a linear constitutive relation between the stresses and the strains, so that the moment \(m = K_b u_1 d_1 + K_b u_2 d_2 + K_t u_3 d_3\), where \(K_b\) is the bending modulus and \(K_t\) is the twisting modulus. The rod is made up of three regions (see Fig. 1):

- In the linear regions the tails are, on average, aligned with the vertical axis. The tails are not completely straight and the centerline follows a writhing path due to thermal fluctuations in the DNA molecule. An analysis of fluctuating polymers subjected to tension and twist in the straight regime has been carried out in detail by Moroz and Nelson [25,26], where expressions for the twist and writhe have been provided. In our model we will use their expressions.

- In the plectonemic region the position vector \(r_p(s)\) and the tangent vector \(r'_p(s)\) describe the superhelix. Note that each helix is itself a piece of double-stranded DNA molecule. So, in the literature, DNA plectonemical geometrical variables (angle and radius) are often referred to as supercoiling or superhelical, to distinguish them from the intrinsic helical nature of the base pair structure. Due to the symmetry of the problem, it is convenient to introduce cylindrical coordinates \((r, \psi, z)\) for the position vector:

\[
\mathbf{r}_p(s) = r e_r + z e_z
\]

where \(e_r\) is the axis of the helix that wraps around the cylinder and \(e_r = \cos \theta e_i + \sin \theta e_j\). The tangent to the position vector is:

\[
\mathbf{r}'_p(s) = \sin \theta e_r + \cos \theta e_z
\]

where the chirality \(\chi = 1\) stands for the handedness of the helix: \(\chi = 1\) for a right-handed helix and \(\chi = -1\) for a left-handed one [17]. The other filament of the plectoneme is obtained by a rotation of \(\pi\) about the helical axis \(e_z\). The plectonemic region is characterized by the helical radius \(r\) and the helical angle \(\theta\), which are assumed to be independent of the arc length s. The complement \(\pi/2 - \theta\) of the helical angle is often referred to as the pitch angle. Both \(r\) and \(\theta\) may depend on the loading. Geometric impenetrability of the helices implies that \(0 \leq \theta \leq \pi/2\) [27,28]. Note that the external moment \(M_{ext}\) applied in the upper tail of the DNA molecule is equivalent to a total moment \(M_3\) about \(r_p\) at the beginning of the plectonemal region. By the arguments of conservation of torque about the body axis of an isotropic rod, \(m \cdot d_3 = K_b u_3 = M_3\) is a constant [24], implying that the twist \(u_3\) is constant in the helical region. One consequence of the use of the expressions given by Moroz and Nelson [26] is that the twist \(u_3\) in the tails is different from that in the plectoneme even though the twisting moment \(M_{twist} = M_3\) is the same, since the effective twist modulus is different in each region.

- At the end of the plectonemic region there is a loop. This end loop is formed in the transition from the straight configuration to the plectonemal configuration. In order to model the loop, we propose an approximation based on the localizing solution of an elastic rod [29,30], ignoring thermal fluctuations [31]. For details we refer the reader to Section S.1 of the supplementary data.

The molecule contour length spent per tail is denoted by \(l_p (L_p = 2l_p)\). The contour length in the loop is denoted by \(l_o\) and the contour length per helix is denoted by \(l_p (L_p = 2l_p)\). The sum of the length of all regions is given by \(L = L_p + L_o\). The equilibrium configuration of the rod is fully specified by the centerline, through the variables \(r, \theta\) and \(M_3\). In what follows, we compute these parameters as a function of the loading (the pulling force.

---

1 At the transition point going from an initially straight state to a plectonemal state there is a jump in the external torque. We define \(M_{ext} = M_{twist}\) as the twisting moment in the straight configuration right before the transition (no plectonemes formed), while \(M_{ext} = M_3\) is defined as the twisting moment when plectonemes (helices) are present and \(\phi\) \(M = M_{ext} - M_3\) as the jump in the twisting moment at the transition (see Section 3.1). We use the notation \(M_{ext}\) in Section 2 for the external torque. When plectonemes are present, the equations describing the DNA tails can be used by replacing \(M_{ext}\) with \(M_3\). When there are no plectonemes in the straight state right before the transition, the equations describing the DNA tails can be used to describe the entire molecule by replacing \(M_{ext}\) with \(M_{ext}\).
F, and the number of turns, n) by minimizing the free energy of the system. The experiments are performed under imposed end rotations; therefore, the energy minimization will be performed under the constraint that the number of turns n imposed on the bead at one end of the DNA is equal to the excess link L_{Kp} of the DNA molecule in the helical region, the excess link L_{Kt} in the tails and the excess link L_{Kn} in the loop:

\[ n = L_{Kt} + L_{Kp} + L_{Kn} \]  

where the link L_{Kp} in the helical region corresponds to the classical partition into twist Tw and writhe Wr [32]:

\[ L_{Kp} = \frac{M_{ext}(L - L_o - L_p)}{2\pi} \left( \frac{1}{K_t^2} + \frac{1}{4K_b^2} \right) + O(K^{-3}) \]  

where

\[ K = \sqrt{K_bF - M_{ext}^2/4} \]

k_B is the Boltzmann constant and T is the absolute temperature. The link in the end loop can be approximated as (see Section S.1 of the supplementary data):

\[ L_{Ko} = \frac{M_{ext}L_o}{2\pi K_t} + W_{ro} \]

where W_{ro} \approx 1 is the writhe present in the loop.

2.1. Potential energy of the system

It is convenient to express the total potential energy of the DNA filament as:

\[ V = \int \Gamma(s, \theta, q_i)ds = V_{mb} + V_{loop} + V_{helix} \]

where q_i are variables like M_{Kt}, \ldots, independent of s. The free energy in the case of fixed force F and fixed-torque M_{ext} in the tails (straight portion) is given by [26]:

\[ E_t = \left( -F - M_{ext}^2/2K_t + G_{flu} \right) L_t \]

where the last term is a correction due to thermal fluctuations:

\[ G_{flu} = \frac{(K_bT)^2}{K_t} \left( 1 - \frac{1}{4K_t} - \frac{1}{64K_b^2} \right) + O(K^{-3}) \]

where K is given by Eq. (6). The extension with thermal fluctuations taken into account is given by \( \partial E_t/\partial F = F - M_{ext}^2/2K_t \), where

\[ \rho = 1 - \frac{1}{2} \sqrt{\frac{K_t}{K_bT^2}} \frac{M_{ext}^2}{4K_b^2} \left( \frac{1}{2} \right) - \frac{K_bT^2}{12L_t} \frac{M_{ext}^2}{2K_t} \]

Slope of the rotation–extension curve after the formation of plectonemes can be obtained from constraint Eq. (3) together with Eq. (11). The extension of the filament is given as \( \Delta z = \rho (L - L_o - L_p) \). Noting that L is approximately constant and \( \rho \) is independent of n, the overall slope of the rotation–extension curve is given by:

\[ \frac{d}{dn} (\Delta z) = -\rho \frac{d}{dn} (L_p) \]
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The terms $c_0$ and $c_p$ are in general unknown constants. For a worm-like chain confined in a harmonic potential, $c_0 = c_p = 3(2/3)^{3/2}$ in one dimension [33], but, as noted by van der Maarel [39], it is not clear whether these values can be adopted for the supercoiled configuration. In our calculations in Section 3 we will use $c_c = c_p = 2^{-3/2}$, which are empirically optimized constants [39].

3. Variational formulation

Once the DNA has transitioned from the straight configuration into the plectonemic state, the external moment $M_{ext}$ plateaus. Recall that we define $M_{ext} = M_3$ as the external moment present in the molecule in the plectonemic state. To minimize the energy, we need to equate the following partial derivatives to zero [16–19,33]:

$$
\frac{\partial U}{\partial \theta} = 0,
$$

which yields:

$$
\lambda = \frac{2\pi M_3}{O(3)}
$$

and

$$
\lambda = \frac{K_0 \sin^2 \theta - \frac{U}{r^2} + \lambda M_3 \sin \theta}{r^2}.
$$

where $\lambda(\theta, M_3)$ is given by Eq. (16). Note that we minimize with respect to the external moment $M_3$, which is constant along the DNA molecule, instead of minimizing with respect to the twist $\omega$ [17,18], which is different in the tails and helices, depending on the magnitude of thermal movement. Because of the manner in which we treat fluctuations in the energy expressions, our results for the equilibrium supercoiling variables $\theta, r, M_3$ do not depend on the value of $K_0$ unlike the case in the full solution in Neukirch and Marko [19]. We are interested in the non-trivial solution $L_p \neq 0$, which corresponds to the minimum energy configuration when $n > 0$. The results obtained in this section for the plectonemic state of the DNA molecule can also be obtained under the assumption that $L_p \ll l$, when the loop size is neglected in comparison to the length of the tails and plectoneme.

3. Comparison with experiments and predictions: the complete model

We begin with a short review of the experiments. In Forth et al. [20], Brutzer et al. [4] and Mosconi et al. [6] the response of single DNA molecules to externally applied forces and torques was directly measured using an angular optical trap or magnetic tweezers. The end-to-end extension of the DNA molecule was monitored as a function of the number of turns $n$ applied at the unconstrained end. Ma et al. [21] completed the data sets of the slopes in the experiments of Brutzer et al. [20] for 30, 60, 170 and 320 mM monovalent salt. Forth et al. [4] reported direct measurements of the external torque $M_3(u)$ using optical traps, while Lipert et al. [5] used a novel method to directly measure the torque in single-molecule experiments using magnetic tweezers. Both Brutzer et al. [20] and Mosconi et al. [6] provided indirect measurements of the external torque $M_3(u)$. Besides the experimental results, Ma et al. [21] also provided the external torque, radius and slopes of the rotation-extension curves from Monte Carlo simulations. The experimental data of the slopes from Brutzer et al. [20] matched quantitatively with the Monte Carlo results. Thus, Ma et al. [21] concluded that,
within a cylinder approximation, DNA–DNA interactions can be described only by a significantly reduced DNA charge. Ma eo et al. [21] derived a simple model which neglected the entropy due to thermal fluctuations in the DNA molecule and accounted for the electrostatic interactions using the Debye–Hückel equation for a point charge over two line segments (helices), where the effective linear charge \( \nu \) is fitted to be 0.42 times the bare DNA charge (see the supplementary material in Ma eo et al. [21]).

The data sets from Brutzer et al. [20], Maffeo et al. [21] and Mosconi et al. [6] provide consistent slope values over the entire force range. The slopes from Forth et al. [4] are consistent with the rest of the data sets for moderate forces, but differ in magnitude at low forces, as shown in Figs. S.6.2 and S.6.1 of the supplementary data. In general, the experimental results confirmed that the slopes of the rotation–extension curves and the torques \( M_h \) are both lower at higher salt concentrations. However, the various data sets show greater disagreement in the torque values (see Fig. S.6.2 of the supplementary data). The torque data sets from Forth et al. [4], Lipfert et al. [5] and Brutzer et al. [20] provide rather high \( M_h \) values that do not agree quantitatively with the Monte Carlo simulations as functions of the salt concentration \( c_0 \). For instance, the indirectly measured torque \( M_h \) for the 320 mM series reported by Brutzer et al. [20] differs by about 20% from the ones obtained in the Monte Carlo simulations carried out by Ma eo et al. [21]. The torque measurements from Mosconi et al. [6] are the lowest and can be made consistent with the Monte Carlo simulations with a 1.5 pNnm offset.

The indirect torque measurements of Mosconi et al. [6] and the force dependence of the slopes satisfy the "Maxwell"-type relation derived by Zhang and Marko [40], as do the simulations and our theory (see Section S.4 of the supplementary data). The values of \( M_h \) reported by Forth et al. [4] at 150 mM are larger than the 50 mM series reported by Mosconi et al. [6] by more than 20% at low forces. This contradicts the general trend that at larger ionic concentrations the external torque should be lower [20,21], and provides an opportunity to determine what trends are predicted by theory.

In this section we compare our theoretical predictions to the different sets of data mentioned above. Since the electrostatics in DNA–DNA interactions is not completely understood and the different models in the literature have not reached consensus on the value of the effective linear charge \( \nu \), we will let it be a fitting parameter. Based on the work of Stigter [41–43], values ranging from 0.42 to 1 of the bare DNA charge (of a uniformly charged rod with radius \( \alpha \in [1,1.2] \) nm) are found in the literature [19,21,37]. Besides Stigter, Ubbink and Odijk [33] and Vologodsik and Cazzarelli [44] have also provided \( \nu \) values for a charged cylinder with \( \alpha = 1.2 \) nm. Our values of \( \nu \) for each salt concentration lie within the range of values used by other authors. The effective linear charge \( \nu \) used in our calculations (for each salt concentration) is presented in Table 1.

We show the results of our model, including the effect of undulations along the radial direction in the internal energy \( U(r,0,d) = U_{up}(r,0,d) + U_{conf}(0,d) \). The values of \( M_s \) and \( \theta \) as functions of the external force \( F \) are obtained by solving the system of equations given by Eqs. (20), (21, 2, 23, 24). The slope can be obtained by combining Eqs. (3) and (12):

\[
\Delta z = \frac{\rho \sin 2\theta}{4\pi r} \frac{M_s}{8\pi K_n K_r} \tag{25}
\]

We have obtained solutions for \( F \) in a range of 0.4–3.5 pN, for which the Moroz and Nelson [26] formulae apply. In Figs. 2 and 3 we show the results of the present model under the conditions of the experiments in Brutzer et al. [20] and Ma eo et al. [21] for a DNA template of 1.9 kbp. In our calculations we use the bending modulus \( K_s = 50k_BT \) nm as used by Brutzer et al. [20]. As seen in Figs. 2 and 3, the quantitative predictions of our model for \( M_s, \Delta z/d \) and \( r \) consistently match with the Monte Carlo simulations and experimental data in Ma eo et al. [21]. For low salt concentrations and high forces, the predictions of our theoretical model overestimate the external moments by only about 1 pNnm. It is reassuring that our theoretical model matches almost exactly the three variables \( M_s, \Delta z/d \) and \( r \) with only one fitting parameter \( \nu \). We also found that the ratio of the undulations \( \delta_t \) to the superhelical radius \( r \) is about 30% which is consistent with the ratios reported by Ubbink and Odijk [33]. Similarly, in Fig. 2 we compare our theoretical predictions for the slope of the rotation–extension curves to some of the experimental data series reported by Mosconi et al. [6] for a DNA template of 15.9 kbp. As before, we pick \( \nu \) to be a fitting parameter and use \( K_s = 50k_BT \) nm. Fig. 2 shows excellent quantitative agreement between the direct measurements by Mosconi et al. [6] and our theoretical predictions. Our fitting values of \( \nu \) (see Table 1) are consistent with each other and follow the expected trend by increasing as the salt concentration increases. Using the present internal energy model with the configurational entropy coefficients \( \Delta S_{ct} = C_0 = 0 - 8k_BT \) produces theoretical predictions for \( M_s \) that follow the qualitative trend of the indirect measurements by Mosconi et al. [6] but differ quantitatively by about 2.5 pN (a possible reason for this discrepancy is given in Section S.4 of the supplementary data).

3.1. The transition point and jump estimates

It is known that at the transition from the straight to the plectonemic state there is a jump in the value of \( M_h \) and the vertical extension of the DNA molecule [4,20,22]. The jump in the vertical extension means that a section of the initially straight DNA becomes a wrinkled supercoiled structure immediately after the transition. We define \( \delta m \) as the amount of twist from the straight configuration (right before the transition) which is transferred into writhe in the supercoiled configuration (after transition). Brutzer et al. [20] suggest, using a simple model to fit their data, that in the transition the amount of twist \( \delta m \) which is transferred into writhe is larger than \( W_{fl} \) by a significant amount (at \( F = 3 \) pN and \( c_0 = 0.32 \) M \( \delta m = 1.6 \pm 0.1 \) turns for the 1.9 kbp DNA template and \( \delta m = 3.4 \pm 0.2 \) turns for the 10.9 kbp DNA) [20]. This conclusion would suggest that the jump in their data corresponds to the formation of an initial loop and some helical turns. Hence, the jump in the end-to-end distance is not just the size of the end loop [20,22]. Strick et al. [45] show a measurement of the critical torque at the transition point based on the minimization of energy in an initial loop model. This calculation of \( M_{crick} = (2K_c)^{1/2} \) is approximate since it ignores the thermal fluctuations in the loop and assumes that the loop is circular. As noted by Marko [46], the value of \( M_{crick} \) overestimates the plectonic torque data extracted from their MC simulations by 25%. Here we propose a different approach. The jump in the external moment is denoted by the difference \( M = M_{crick} - M_s \). We can estimate the critical number of turns \( n_{crick} \) for which the transition occurs, the size of the jump in the end-to-end distance \( \Delta z \), and the jump \( M \) by noting (i) that at the transition the energy of the straight configuration and plectonemic configuration are equal and (ii) that the linking number \( n = Lk \) is a topological invariant that must be continuous at the transition between the two configurations. The energy of the straight configuration just before the transition is given by Eq. (13), replacing \( M_{ext} = M_{crick} \) and \( L = 1 \):

\[
\tilde{V}_s = - F + \frac{M^2_{crick}}{2K_r} + \frac{M^2_{crick}}{4K_n K_r} L \tag{26}
\]

where \( K_n \) and \( G_{flu} \) are given by Eqs. (6) and (10) evaluated at \( M_{ext} = M_{crick} \). The energy of the plectonemic configuration just after the transition is given by Eq. (17), replacing \( M_{ext} = M_s \):

\[
\tilde{V}_p = \frac{M^2_{crick}}{2K_r} + \frac{M^2_{crick}}{4K_n K_r} L
\]
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In the plectonemic configuration, the critical number of turns
with two unknowns due to the dynamic jump is $\Delta z/dn$ [nm].

The amount of link (twist) that is converted into writhe is readily given from Eqs. (28) and (29) as the writhe after the transition minus the writhe before the transition:

$$\delta n = \frac{M_s L}{2 \pi K_p} + \frac{M_s (L - L_p - L_o)}{8 \pi K_p K_s} + \frac{1}{\pi K_s}$$

From Eq. (30), if $\delta n \approx Wr \approx 1$, then we can conclude that only an end loop is formed and $L_o \approx 0$. Otherwise the jump in the end-to-end distance would correspond to the formation of an end loop and a plectonemic region of length $L_p$. Finally, the jump in the vertical extension is given by:

$$\delta z = \rho_p L - \rho_p [L - (L_p + L_o)] = \rho_p [L_p + L_o] + (\rho_i - \rho_p) L$$

**Table 1**

<table>
<thead>
<tr>
<th>$c_s$ [mM]</th>
<th>$\nu$ [nm$^{-1}$]</th>
<th>$\xi = v/v_{bare}$ ($a = 1$ nm)</th>
<th>$\xi = v/v_{bare}$ ($a = 1.2$ nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>2.83</td>
<td>0.70</td>
<td>0.61</td>
</tr>
<tr>
<td>50</td>
<td>3.73</td>
<td>0.75</td>
<td>0.63</td>
</tr>
<tr>
<td>70</td>
<td>5.32</td>
<td>0.75</td>
<td>0.62</td>
</tr>
<tr>
<td>100</td>
<td>5.93</td>
<td>0.67</td>
<td>0.53</td>
</tr>
<tr>
<td>150</td>
<td>6.16</td>
<td>0.62</td>
<td>0.50</td>
</tr>
<tr>
<td>200</td>
<td>7.71</td>
<td>0.71</td>
<td>0.54</td>
</tr>
<tr>
<td>300</td>
<td>10.00</td>
<td>0.64</td>
<td>0.46</td>
</tr>
<tr>
<td>500</td>
<td>14.31</td>
<td>0.60</td>
<td>0.42</td>
</tr>
</tbody>
</table>
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where ρs and ρp correspond to Eq. (11) for ρ evaluated at Mext = Mcritical and Mext = M2 respectively.

Next we show the results for the transition variables obtained using $K_t = 95k_BT$, which is an accepted value of the twisting modulus [15,26]. Our theoretical model predicts that the size of the jump at the transition strongly depends on the length of the DNA molecule and the salt concentration $c_o$. We find that the jump in the external moment $\delta M$ decreases with increasing DNA length and the jump in the end-to-end extension $\delta z$ increases with increasing DNA length. We conclude that, as $c_o$ decreases, $\delta M$ and $\delta z$ decrease too. The experimental data in Forth et al. [4], Daniels et al. [22] and Brutzer et al. [20] agrees with our conclusion. From Fig. 4, we observe a comparison between the predicted results and experimental measurements of $n_{\text{critical}}$ as a function of $F$, where we plot the solution for $n_{\text{critical}}$ accounting for an end loop. We also plot the solution obtained by ignoring the loop, by setting $L_k = L_p = 0$ in Eq. (3) and $L_p = L_o = 0$ in Eq. (5) such that the critical number of turns is given by $L_k = M_2L_1K_1^{-1} + (4K_1K_2)^{-1}/(2\pi)$, similar to Clauvelin et al. [19]. The predicted $n_{\text{critical}}$ in the end loop model agrees very well with the data points from Forth et al. [4] and Brutzer et al. [20], while ignoring the loop underestimates the values of $n_{\text{critical}}$. In Fig. 5 we show the comparison between the experimental measurements in Forth et al. [4] and Clauvelin et al. [19] with our predictions for the jump in the end-to-end extension $\delta z$. Our qualitative predictions for the transition jump in the extension agree with experimental data, meaning that, as the DNA length $L$ or $c_o$ increases, so too does $\delta z$. As seen in Fig. 5, the experimental data from Brutzer et al. [20] and Forth et al. [4] show different trends as a function of the applied force $F$. We note that our theory predicts a relatively constant value of $\delta z$ as a function of $F$ for $c_o = 320$ mM (qualitatively similar to the experimental data) and describes qualitatively the decrease of $\delta z$ as a function of $F$ for $c_o = 150$ mM. In Section 5.3 of the supplementary data we show a comparison of the predicted values of $M_{\text{critical}}$ with experimental data and also estimates of the torque jump $\delta M$.

We note that the numerical calculations of $n_{\text{critical}}, L_p$ and $M_{\text{critical}}$ when comparing the energy of the two states ignore the fluctuation due to thermal kicks. An estimate of the fluctuations of $n$ can be obtained within the Einstein approach for fluctuations [47,48]:

$$\langle \Delta n^2 \rangle = \frac{k_BT}{2\pi} \frac{\partial n}{\partial M_{\text{ext}}} \bigg|_{F,F}$$

By so doing, we can approximate the change in the number of turns $\Delta n \approx \sqrt{\langle \Delta n^2 \rangle}$ due to the thermal kicks. Therefore the transition for a given force $F$ takes place over $n_{\text{critical}} \approx n_{\text{critical}} + \Delta n$. For the cases presented in Fig. 4, $\Delta n \sim 0.5 - 1$ turns.

### 3.2. Coexistence of loops and plectonemes

Our methods also allow us to consider scenarios where we have a series of loops forming in the DNA instead of plectonemes. When only loops and no superhelical structures are present, the applied number of turns $n = Lk$ is distributed in the form of twist throughout the entire molecule, write due to thermal fluctuation in the straight regions [26] and writhe in the loops ($W_{\text{loop}} \approx 1$ per loop formed). This happens when the energetic cost of forming a loop is too low to have resulted in a writhe superhelix, and leads to a different slope of the rotation–extension curve. However, for a given choice of electrostatic and entropic interactions, we find that there is a range of forces in which the two regimes can coexist due to thermal motion.

The free energy per unit turn (excess link) in the plectonemic regime (see Eq. (17)) is:

$$V_{p,\text{turn}} = \frac{dL}{dn} \left( \frac{K_1}{2} x^2 + U - G_{\text{flu}} - \frac{M_2^2}{4K_1K_2} \right) = 2\pi M_2$$

where $dL/dn = \rho \langle d\Delta z/dn \rangle$ given by Eq. (25). Since $W_{\text{loop}} \approx 1$, the free energy per unit turn for a series of loops using the model described in Section 2.1 is approximately:

$$V_{o,\text{turn}} \approx L_o \left( -2F - G_{\text{flu}} - \frac{M_2^2}{4K_1K_2} \right)$$

Fig. 6 shows the regimes in which the free energy analysis would lead to the formation of either plectonemes or loops, or both. For moderate-to-high salt concentrations, $V_{p,\text{turn}} < V_{o,\text{turn}}$ for a range of external force [0.4,4] pN. As the salt concentration decreases, $V_{p,\text{turn}} \approx V_{o,\text{turn}}$, and, due to thermal fluctuations, the two states could coexist. We have plotted the results for $c_o = 150$ mM and $c_o = 60$ mM. The lines on either side of the lower curve show the range $z_{k_BT}$ at $T = 300$ K. If the upper curve is within $z_{k_BT}$ of the lower curve, transitions between loops and plectonemes could occur. Recall that in our end-loop model we ignore self-contact, electrostatics and twist stored in the loop. Consequently, we expect that

---
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our analysis of the free energies per unit turn will give us only an estimate of the coexistence state of loops and plectonemes. We expect that, for moderate-to-high salt concentrations, plectonemes will be the favorable state, while for low-to-medium salt concentrations there might be a region of coexistence or even formation of only loops. Our predictions regarding the transition between the two states agree with the qualitative conclusion of Brutzer et al. [20].

3.3. Multivalent ions

In this section we extend our plectonemic DNA model to make predictions for DNA single-molecule experiments in the presence of multivalent ions. We consider the limiting case of a high concentration of monovalent ions and a low concentration of multivalent ions. We consider the limiting case of a high concentration of monovalent ions and a low concentration of multivalent ions. We expect that, for moderate-to-high salt concentrations, plectonemes will be formed, while for low-to-medium salt concentrations there might be a region of coexistence or even the formation of only loops. We expect that, for moderate-to-high salt concentrations, plectonemes will be formed, while for low-to-medium salt concentrations there might be a region of coexistence or even the formation of only loops.

Fig. 5. Comparison of the extension jump $\Delta z$ from our theory with the experiments in Brutzer et al. [20] for 1.9 and 10.9 kbp DNA templates at $c_0 = 320$ mM and the data in Forth et al. [4] for 2.2 and 4.2 kbp DNA templates at $c_0 = 150$ mM. Our model predicts that, as the DNA length $l$ or $c_0$ increases, so does $\Delta z$.

Note that the experimental slopes of the rotation–extension curves from the 0.2 M KCl series of Dunlap and co-workers and the 0.2 M NaCl series in Mosconi et al. [6] do not agree quantitatively (see Fig. 7). In DNA molecular dynamic simulations by Savelev and Papoian [52], qualitative differences in Na$^+$ and K$^+$ condensation patterns were observed, suggesting that ion-specific modeling is required to describe electrostatics at short distances. In our plectonemic DNA model we account for the effects of ion-specific differences by the fitted value of $\nu$. Table 2 shows the effective linear charge $\nu$ used in the calculations for a set-up consisting of $c_0 = 0.2$ M KCl buffer with added multivalent salt (Sp$^{3+}$ or Sp$^{4+}$) concentration $c_{\text{mult}}$.

3.3. Multivalent ions

In this section we extend our plectonemic DNA model to make predictions for DNA single-molecule experiments in the presence of multivalent ions. We consider the limiting case of a high concentration of monovalent ions and a low concentration of multivalent ions, as this is the case used in several experimental studies on DNA aggregation [49–51] and more recently in DNA single-molecule experiments (Q. Shao et al., private communication). These experiments show that the addition of small quantities of multivalent salt, such as spermidine Sp$^{3+}$ or spermine Sp$^{4+}$, to a solution with a high monovalent salt concentration (0.2 M KCl) can modify the pitch and twist of the DNA plectoneme significantly. When the polyions are added to the solution the experiments yield more compact plectonemes, which start forming at lower values of the supercoiling density $\sigma_{\text{critical}} \approx 3.54(n_{\text{critical}} / l)$. The Debeye length accounting for the different salts is given by [49]:

$$d_{\text{Debye}} = 0.435 \left[ (z^2 + c_{\text{mono}}) \frac{1}{c_{\text{mono}}} + 2c_{\text{mult}} \frac{1}{c_{\text{mult}}} \right]^{-1/2}$$

where $c_{\text{mono}}[M]$ and $c_{\text{mult}}[M]$ are the monovalent and multivalent salt concentrations in molar units, respectively, and $z$ stands for the multivalent ion’s valence. In the experiments of Dunlap and co-workers the control corresponds to a ~3 kbp DNA template at room temperature in a 0.2 M KCl salt solution. The experiments were performed with different concentrations of Sp$^{3+}$ or Sp$^{4+}$ added to the control. We have used $K_0 = 55 k_B T$ as measured in the experiments and $K_0 = 95 k_B T$. To compare with the experimental data, we fit the effective linear charge $\nu$ to the 0.6 pN point for each salt concentration and use it to predict the results for other values of the force. Note that the experimental slopes of the rotation–extension curves from the 0.2 M KCl series of Dunlap and co-workers and the 0.2 M NaCl series in Mosconi et al. [6] do not agree quantitatively (see Fig. 7). In DNA molecular dynamic simulations by Savelev and Papoian [52], qualitative differences in Na$^+$ and K$^+$ condensation patterns were observed, suggesting that ion-specific modeling is required to describe electrostatics at short distances. In our plectonemic DNA model we account for the effects of ion-specific differences by the fitted value of $\nu$. Table 2 shows the effective linear charge $\nu$ used in the calculations for a set-up consisting of $c_0 = 0.2$ M KCl buffer with added multivalent salt (Sp$^{3+}$ or Sp$^{4+}$) concentration $c_{\text{mult}}$.

For $c_{\text{mult}} = 5$ mM and $c_{\text{mono}} = 10$ mM, we found that, as the force $F$ increased, the supercoiling diameter approaches the interaxial distance ~3 nm found in hexagonally packed Sp$^{3+}$–DNA aggregates [49,53]. In aggregation and condensation experiments, the DNA formed close-packed hexagonal arrays, where the interaxial distance corresponded to an equilibrium spacing due to competition between the attractive and repulsive forces [53] that arise due to effects such as hydration, van der Waals forces, London-like dispersion forces and counter-ion fluctuations [54,53]. We expect that, as the polyvalent salt increases and the supercoiling diameter approaches 3 nm, these effects will become important and dominate the interactions, leading to compact DNA plectonemes with...
We have analyzed the mechanics of plectoneme formation, where a twisted DNA molecule in the plectonemic regime has been modeled as an elastic–isotropic rod. Here we give a short summary of all the results we have obtained. We have used a variational approach to solve the energy minimization problem that corresponds to angular optical trap (or magnetic tweezers) experiments on a DNA molecule attached to a substrate at one end, while subjected to a tensile force and twisted by a specific number of turns $n$ at the other end [4–6,20]. Our model description is symmetric, in that over-twisting and under-twisting the rod under tension give...
the same results. However, this is not the case in DNA for a large number of turns \( n \) (or supercoiling density \( \sigma \)). Stretching and under-twisting DNA at low-to-moderate values of \( \sigma \) leads to denaturation, as is known from experiment \([45]\) and atomistic simulations \([56]\). Therefore, our model is valid in the over-twisting regime only for moderately large values of \( \sigma \) (before a structural transition into \( \alpha \)-DNA \([57]\)), where the Moroz and Nelson \([26]\) formulae are valid and the DNA can be modeled with constant elastic properties along the entire molecule. We have minimized the energy with respect to the dependent variable \( M_{\text{ext}} \) rather than its conjugate \( n \), since we are modeling rotation controlled experiments. We do not minimize with respect to the twist \( \omega \) since \( M_{\text{ext}} \) is constant along the DNA molecule while \( \omega \) is different in the tails and the helices, depending on the magnitude of thermal motion. An interesting, and possibly experimentally verifiable, result of minimizing with respect to \( M_{\text{ext}} \) is that the equilibrium supercoiling variables \( \nu, r \) and \( M_s \) are only functions of the bending modulus \( K_b \), but are independent of the twisting modulus \( K_t \).

In our one-dimensional continuum description of the DNA molecule we account for DNA elasticity, DNA–DNA interactions, fluctuations and configurational entropy in the tails and helices. As mentioned before, there is no consensus on the electrostatic models in the mechanics of DNA. We thus used our theoretical framework to test several models of DNA–DNA electrostatic interactions and configurational entropy in the plectonemic region (see Section S.2 of the supplementary data). Understanding the effects of each of the models and approximations ultimately led us to pick the \( U(r, g) \) model of Ubink and Odijk \([35]\), with the entropic parameters \( e_\nu \approx -\zeta \) given by van der Maarel \([39]\). The electrostatic contribution to \( K_b \) is rather small for the physiological range (0.1–0.5 M) of salt concentrations \([58, 59]\). Therefore, both the bending and configurational entropy energetic costs are independent of the salt concentration. Hence, for a given monovalent salt, the plectonemic configuration as a function of \( F \) is dictated by \( \nu \). So, as noted by Ma eo et al. \([21]\), single-molecule experiments can be used to determine the appropriate effective linear charge \( \nu \) for plectonemic DNA. Here we give simple analytical formulae for \( \nu \) as a function of salt concentration for both monovalent and some multivalent salts (in low concentrations) that result in strong agreement of our analytical model with the different sets of experimental data and Monte Carlo simulations over a wide range of forces. Our qualitative results agree with the conclusions obtained in previous works \([15–19, 21]\), and the values of \( \nu \) are within the range previously obtained by others. As the salt concentration increases, the charge adaptation factor \( \nu/\nu_{\text{bare}} \) decreases (see Table 1), and the reduced effective linear charge \( \nu \) approaches the values used in the simulations of Maffeo et al. \([21]\).

In our model we have also accounted for the presence of the end loop. This allows us to compare the energy of the straight DNA configuration and the plectonemic DNA, and leads to a method to obtain analytical estimates of the jumps in the external torque \( \delta M \) and end-to-end extension \( \delta z \) of the DNA molecule at the transition.

Our predictions of the jump variables and the critical number of turns at which the transition occurs agree with those observed experimentally. If the energetic cost of forming a loop is lower than that of forming a helix, then we will have a series of loops, and this will lead to a different slope of the rotation–extension curve. However, there is a range of ionic concentrations and forces at which the two regimes can coexist due to thermal motion. We have concluded that at moderate-to-high salt concentrations the most favorable state is the plectoneme, but as the salt concentration decreases the energy difference between a loop and a plectoneme also decreases. In our model we have assumed that the plectonemes can be modeled as uniform helices with constant radius and curvature. This does not have to be the case, and softening the constraints in the model might lead to a better understanding of the problem. For instance, allowing the helical axis of the plectoneme to bend could lead to more complicated structures. Further, since constant curvature solutions require special boundary conditions, we consider it important to analyze the more general case of variable curvature solutions \([60]\). Variable curvature solutions can provide theoretical insight into the formation of multiple plectonemes because for two (or more) interwound helices there is a geometrical lock-up helical angle \([27]\).

Finally, we have shown that our model for plectonemic DNA including the end loop can reproduce experimental data from single DNA molecule experiments in the presence of polyvalent ions. The theoretical estimates of the slopes and critical number of turns \( (\zeta_{\text{vertical}} \ll \zeta_{\text{critical}}) \) match experiments \( (D.\ Dunlap, \text{private communication}) \) where low concentrations of multivalent salts are added to a high concentration of monovalent salt solution. In the presence of multivalent ions, it is well known that DNA forms toroidal condensates in bulk \([61]\), and recently toroids have been suspected to form when DNA is subjected to a tensile force \([62]\). A potential field of study is complex DNA condensates due to polyvalent ions in the presence of forces and torsional constraints, where there could be formation of plectonemes and toroids alike.
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S.1 The end loop

At one end of the plectoneme there is a loop. The end loop is formed in the transition from the straight DNA configuration to a plectonemic DNA configuration. In the classical theory, the loop is formed when a rod subjected to tension and twist (applied number of turns) undergoes localized buckling at a critical torque $2\sqrt{K_bF}$ [1–3] up to a point where there is a dynamic jump into self-contact. The localized solution to the equilibrium equations of the rod is unstable, and consequently the perturbed rod jumps dynamically either to the straight rod or the loop configuration with self-contact [2, 4]. Formulations of the rod with contact points have been studied for both closed and open rods with applications to DNA supercoiling [5, 6]. As pointed out by Daniels et al.[7] in the DNA case, the transition happens due to free energy minimization and not due to instability or buckling. Due to thermal fluctuations the system can be perturbed sufficiently to go from the straight configuration into a lower and stable energetic state, which for a given applied torque

*To whom correspondence should be addressed
$M_{\text{ext}}$ (number of turns $n$), we predict to be the plectonemic state. So a DNA strand subjected to tension and controlled number of turns does not reach the classical critical buckling torque $2\sqrt{K_b F}$, and hence $M_{\text{critical}} < 2\sqrt{K_b F}$. The jump in the external moment can be characterized as the difference $\delta M = M_{\text{critical}} - M_3$, where $M_3$ is the torque in the plectonemic state. Strick et al.[8] show a measurement of the critical torque at the transition point based on the minimization of energy of an initial (circular) loop model. This calculation of $M_{\text{critical}} = (2K_b F)^{1/2}$ is approximate since it neglects the thermal fluctuations in the loop and assumes a circular geometry. We propose a better approximation to account for the end loop based on a localizing solution of the rod. To our knowledge the energy stored in the loop derived from an analysis including bending, twist and thermal fluctuation has not yet been carried out. Coyne [1] analyzed the formation of loops in twisted semi-infinite rods, providing expressions for the energy of the buckled-loop configuration without self-contact. In the limit when $M_{\text{ext}} = 0$, the Coyne expressions reduce to the expressions given by Kúlic et al.[9] without thermal fluctuations. We will assume that thermal fluctuations are negligible in the end loop [10]; this is a good approximation when the loop has small average radius of curvature. In the case of the planar homoclinic loop under tension with no moment applied at the ends, Kúlic et al. [9] show that the expressions for the free energy in the straight plus loop and straight configurations differ by an amount equal to the elastic energy present in the loop. Their result is given below and takes into account both the bending energy and the work against the end force $F$:

$$E_{\text{loop}} = (E_{\text{o-bend}} + F) L_o = 8\sqrt{K_b F} = 2FL_o$$  \hspace{1cm} (S.1.1)

where $L_o = 4\sqrt{\frac{K_b}{F}}$. In the absence of thermal fluctuations, but including twist, the free energy of the loop ($E_{\text{loop}}$) is given by [1, 3]:

$$E_{\text{loop}} = \left(\frac{M_{\text{ext}}^2}{2K_t} + E_{\text{o-bend}} + F\right) L_o,  \hspace{1cm} (S.1.2)$$

where

$$E_{\text{o-bend}} = F, \hspace{1cm} L_o = 4\sqrt{\frac{K_b}{F}} \left(1 - \frac{M_{\text{ext}}^2}{4K_b F}\right)^{1/2}.$$
The expression for the writhe present in the loop is [3]:

\[ Wr_o = \frac{2}{\pi} \cos^{-1} \left( \frac{M_{\text{ext}}}{2\sqrt{K_b F}} \right). \quad \text{(S.1.3)} \]

The expressions for \( E_{o-bend} \) and \( W_{r_o} \) that we pick have to satisfy the condition that the number of turns \( 2\pi n \) is conjugate to the applied torque \( M_{\text{ext}} \). We see that \( W_{r_o} = 1 \) only for \( M_{\text{ext}} = 0 \), becoming a planar homoclinic loop as in the case analyzed by Kúlic et al. [9]. Based on this idea we will approximate the energy of the loop by decoupling the bending and twisting energy, such that the \( E_{o-bend} \) and \( L_o \) are given by Kúlic et al. [9] formulae and the twist energy of the loop is the first term in (Eq. (S.1.2)).

### S.2 Testing the Internal Energy models

In Clauvelin et al. [11] the mechanical description is combined with different analytical theories of DNA-DNA interactions that can be found in literature. The work in Clauvelin et al. [11] picked two well established models. The first is \( U_{PB} \), derived by Ubbink and Odijk [12] from the Poisson-Boltzmann equation; the second is \( U_{cc} \), derived by Manning [13] and is based on the counterion condensation theory. According to the results obtained in Clauvelin et al. [11], an approximation of \( U_{PB}(r, \theta) \) provided better agreement with experiment. When the undulations in the radial direction are not restrained by electrostatics but only by the structure of the plectoneme, the variable \( d_r \) will not appear in the electrostatic expression \( U_{PB}(r, \theta) \) [11]:

\[ U_{PB}(r, \theta) = \frac{1}{2} k_B T v^2 l_B g(\theta) \sqrt{\frac{\lambda_D \pi}{r}} e^{-\frac{2}{\lambda_D}}, \]

\[ g(\theta) = 1 + 0.83 \tan^2(\theta) + 0.86 \tan^4(\theta). \quad \text{(S.2.1)} \]
Similarly \( r \) will replace \( d_r \) in the configurational entropy expression given by Ubbink and Odijk [12] as done in Marko and Siggia[14]:

\[
U_{\text{conf}-\text{MS}}(r, \theta) = \frac{k_B T}{A^{1/3}} \left[ \frac{1}{(p \pi)^{2/3}} + \frac{1}{r^{2/3}} \right], \tag{S.2.2}
\]

where the constants \( c_r = c_p = 1 \). Additionally, Marko and Siggia [14] developed an analytical model for the electrostatic interactions that has also been used in the study of DNA single molecule experiments [15, 16]. The expression for the Marko and Siggia electrostatic model \( U_{MS}(r, \theta) \) is:

\[
U_{MS}(r, \theta) = l_B k_B T \nu^2 \left[ K_0 \left( \frac{2r}{\lambda_D} \right) + K_0 \left( \frac{\pi r \cot \theta}{\lambda_D} \right) \right], \tag{S.2.3}
\]

where \( K_0(x) \) is the modified Bessel function of the second kind. Table S.2.1 summarizes the different models used to described the internal energy interactions in our calculations, showing the figures where each one of them has been used in this section of the Supporting Information.

<table>
<thead>
<tr>
<th>Label</th>
<th>Model</th>
<th>Figures</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_1 )</td>
<td>( U_{PB}(r, \theta) + U_{\text{conf}-\text{MS}}(r, \theta) )</td>
<td>Figure S.2.1, Figure S.2.2</td>
</tr>
<tr>
<td>( U_2 )</td>
<td>( U_{MS}(r, \theta) + U_{\text{conf}-\text{MS}}(r, \theta) )</td>
<td>Figure S.2.1</td>
</tr>
<tr>
<td>( U_3 )</td>
<td>( U_{PB}(r, \pi/6) + U_{\text{conf}-\text{MS}}(r, \pi/6) )</td>
<td>Figure S.2.1</td>
</tr>
<tr>
<td>( U_4 )</td>
<td>( U_{PB}(r, \theta, d_r) + U_{\text{conf}}(\theta, d_r) )</td>
<td>Figure S.2.2, Figure S.2.3</td>
</tr>
<tr>
<td>( U_5 )</td>
<td>( U_{PB}(r, \theta) )</td>
<td>Figure S.2.2</td>
</tr>
</tbody>
</table>

We obtain theoretical results under the experimental conditions of Forth et al. [17]. The experiments were performed in phosphate buffered saline with 150 mM NaCl at 23.5°C. Numerical calculations resembling the experiments were performed assuming \( K_b = 50k_B T \) and \( K_i = 95k_B T \). The values used for the electrostatic parameters are:

- The Bjerrum length is \( l_B \approx 0.715 \text{ nm} \) [12].

- The Debye length \( \lambda_D \approx 0.8 \text{ nm} \).

- The effective charge \( \nu = 8.06 \text{ nm}^{-1} \), where an interpolation of values listed in Table 7 in
Ubbink and Odijk [12] has been used. In the main text the effective linear charge $\nu$ is treated as a fitting parameter.

**Internal energy models: effects and comparison**

![Graph showing comparison between different internal energy models](image)

**Figure S.2.1:** Comparison between the solutions based on different internal energy models under the experimental conditions of Forth et al. [17]. The black solid line uses $U_1 = U_{PB}(r, \theta) + U_{conf-MS}(r, \theta)$, the red dotted line uses $U_2 = U_{MS}(r, \theta) + U_{conf-MS}(r, \theta)$ and the blue dashed line uses $U_3 = U_{PB}(r, \pi/6) + U_{conf-MS}(r, \pi/6)$ which is a function only of $r$. The value of the effective linear charge used is $\nu=8.06 \text{ [nm}^{-1}]$.

We show in Figure S.2.1 a comparison of the results obtained using Marko and Siggia’s $U_2(r, \theta)$ electrostatic model with variants of the Poisson-Boltzmann model: $U_1(r, \theta)$ and $U_3(r, \pi/6)$.

The helical angle $\theta$, using the $U_1$ and $U_2$ models, increases slightly as a function of the applied force $F$ and it is approximately equal to $\pi/6$ for large forces, while the helical radius $r$ decreases as a function of $F$ and approaches the crystallographic radius 1nm (not shown). Since $\theta$ does not vary dramatically as a function of the applied force note that the curves obtained using the approximation $U_3(r) = U_{PB}(r, \pi/6) + U_{conf-MS}(r, \pi/6)$ are very close to those obtained from the internal energy models with $\theta$ dependence. Using $\theta = 0$, where the angle dependence is neglected as done in Clauvelin et al.[11, 18] and Neukirch and Marko [16] lowers the predicted values of $M_3$ and $d\Delta z/dn$ (not shown). The analytical prediction of the slope $d\Delta z/dn$ using $U_3(r)$ and the
Figure S.2.2: Comparison between the solutions based on different internal energy models under the experimental conditions of Forth et al. [17]. The black solid line uses \( U_1 = U_{PB}(r, \theta) + U_{conf}(r, \theta) \), the blue dashed line uses the internal energy model where the radial fluctuations in the plectoneme are constrained by the electrostatics \( U_4 = U_{PB}(r, \theta, d_r) + U_{conf}(r, \theta, d_r) \) [12] and the red dotted line uses a model that neglects the configurational entropy contribution to the free energy \( U_5 = U_{PB}(r, \theta) \). The qualitative behavior of \( M_3 \) and \( d\Delta z/dn \) are independent of the internal energy models we have used, but the quantitative agreement with experimental data strongly depends on the choice of configurational entropy model. The value of the effective linear charge used is \( \nu = 8.06 \text{ [nm}^{-1}] \).

prediction using \( U_1(r, \theta) \) are almost identical to each other. It is clear from the graphs that the three approaches produce consistent results for the values of \( M_3 \) although the \( U_2 \) model gives slightly larger values of \( M_3 \) for \( F \sim 2.5 \text{pN} \). The difference between the \( U_2 \) model and the \( U_1 \) model at moderate and large \( F \) is more evident in the predicted values of \( d\Delta z/dn \), where the \( U_2 \) model predicts larger slopes. We also performed calculations for different salt concentrations and observed similar trends (not shown).

In Figure S.2.2 we compare the solution obtained by using \( U_1(r, \theta) \) with the solution obtained by using the undulation-enhanced free energy model \( U_4(r, \theta, d_r) \) with empirically optimized coefficients by van der Maarel[19] \( c_p = c_r = 2^{-8/3} \). Figure S.2.2 also depicts the solution obtained by picking \( U_5(r, \theta) = U_{PB}(r, \theta) \) with \( c_p = c_r = 0 \) such that the configurational entropy effects are neglected as done in Clauvelin et al. [11]. It is clear from Figure S.2.2 that the final qualitative behavior of the curves is the same, but the quantitative agreement strongly depends on the choice of the internal energy, in particular, of the configurational entropy model and coefficients. When
comparing $U_1$ and $U_5$ we can see that neglecting the entropy effects reduces the internal energy $U$, increases the value of $d\Delta z/dn$ (mainly at low forces $F < \sim 2pN$) and reduces the predicted value of $M_3$ (in the whole range of $F$). The $U_5$ model neglecting entropy effects used by Clauvelin et al. [11] matches the slope predictions using the $U_4$ model, but the theoretical results for $M_3$ using $U_5$ are lower than the ones predicted using the $U_4$ model.

Now we are in position to understand how combining different approximations and assumptions can counteract each other. Starting with the $U_2$ model, if we next neglect the entropic effects as in $U = U_{MS}(r, \theta)$, we get larger slopes at low forces (matching qualitatively better the shape of the experimental trend in Figure S.2.1), but we still overestimate the values of the slopes at larger $F$. This assumption also decreases the predicted values of $M_3$. If we further assume $U = U_{MS}(r)$ where there is no angle dependence, the values of the slopes in the whole $F$ range would decrease giving better quantitative agreement with experimental data of the slopes in Figure S.2.1, and it will decrease the predicted values of $M_3$ even more. Therefore using the $U_{MS}(r)$ model would ‘seem’ to accurately match the experimental slopes but it will underestimate the values of $M_3$ for the whole range of $F$, especially at low values of $F < \sim 2pN$.

As mentioned in the main text although the data sets for the slopes from different experimental groups and MC simulations agree quantitatively [17, 20–22], this is not the case for the direct and indirect measurements of the torque $M_3$. The indirect torque measurements in Mosconi et al. [22] are significantly smaller than the direct measurements taken by Forth et al. [17], Lipfert et al.[23] and the MC simulations in Maffeo et al. [21]. The $U_{MS}(r)$ model combined with a mechanical description in Neukirch and Marko [16] seems to give good agreement with the indirect measurements of the torque $M_3$ in Mosconi et al. [22], specially at large forces and accurately describe the slope data of the same experimental group. In Maffeo et al. [21] the authors provide also an analytical model that matches the experimental data in Mosconi et al. [22], but does not match the predicted $M_3$ and $r$ from their MC simulations. In their supplemental material, Maffeo et al. discuss the reasons for the success of their approach as well as its disadvantages and limitations of neglecting fluctuations and entropic terms. They conclude that the reason why their analytical
predictions of $M_3$ are lower by $\approx 1.5pNnm$ than their MC simulations is due to neglecting configurational entropy and fluctuation effects. They show that neglecting the entropic effects and undulation enhancement decreases significantly the theoretical predictions of $M_3$, while the effects in the theoretical slope predictions is not so drastic. The reason for the drastic increase in the analytical values of $M_3$ computed in Maffeo et al. [21] when using the entropic model proposed by Ubbink and Odijk [12] lies in the fact that the authors have used $c_p = c_r = 3/2^{8/3}$, which increases the entropic contribution by 3 times compared to the constants used in our $U_{PB}(r, \theta, d_r)$ model in the main text. The constants $c_p = c_r = 3/2^{8/3}$ were derived for a one dimensional worm-like chain confined in a harmonic potential. In the main text we have decided to use the values $c_p = c_r = 2^{-8/3}$ as van der Maarel [19] has suggested.

![Figure S.2.3](image)

**Figure S.2.3:** Experimental data for the slope of the rotation-extension curve for two DNA templates taken from Forth et al. [17] for a 150mM salt concentration. We have used $\nu = 5.93\text{nm}^{-1}$.

From Figures S.2.1 and S.2.2 we see that the experimental slopes of Forth et al. [17] are better described qualitatively by using the internal energy model $U_4(r, \theta, d_r)$, and that the theoretical predictions of $M_3$ using $U_4$ underestimate the experimental measurements of Forth et al. [17]. Using $\nu < 8.06\text{nm}^{-1}$ in $U_4(r, \theta, d_r)$ gives better quantitative agreement for the slopes, so in the main text we have used the effective linear charge as a fitting parameter. Figure S.2.3 shows the results of $d\Delta z/dn$ from our theoretical model using $\nu = 5.93\text{nm}^{-1}$.

This survey of some of the internal energy models used to study DNA single molecule experiments leads to the conclusion that a careful choice of entropic and electrostatic parameters is needed to quantitatively match the experimental data. We have found that including angle dependence, configurational entropy and undulation enhanced effects due to thermal fluctuations
in the helices are essential to have an accurate and complete model of plectonemic DNA. The $U_4(r, \theta, d_r) = U_{PB} + U_{conf}$ [12] model used in the main text provides the best results for a wide range of experimental data.

### S.3 Critical torque $M_{\text{critical}}$ and the jump $\delta M = M_{\text{critical}} - M_3$

**Figure S.3.1:** Experimental data for two DNA templates taken from Forth et al. [17] for a 150mM salt concentration. The experimental data of the plectonemic torque in Forth et al. [17] agrees qualitatively with our predictions but seems to match quantitatively our predicted values of $M_{\text{critical}}$. We have used $\nu = 5.93\text{nm}^{-1}$.

**Figure S.3.2:** External torque $M_3$ and critical torque $M_{\text{critical}}$ as a function of the external force $F$ for a 7.9 kbp DNA template in a $c_o = 150\text{mM}$ salt concentration using the same parameters as in Figure S.2.3. The data points correspond to the experimental values for the ‘buckling’ torque reported in Lipfert et al. [23].

The experimental data in Forth et al. [17] shows the jumps in the vertical extension but does not show a clear jump in the torque, and consequently there is no clear distinction between the torque before and after the transition. As shown in Figure S.3.1 the experimental data of the plectonemic torque in Forth et al. [17] agrees qualitatively with our twisting moment predictions $M_3$, but seems to match quantitatively our predicted values of the critical torque $M_{\text{critical}}$. Lipfert
et al. [23] performed single molecule measurements in PBS buffer at $c_o \approx 150\text{mM}$ using a 7.9 kbp DNA template. The data in Lipfert et al. [23] does not show the transition jumps in either torque or extension. Lipfert et al. [23] just report a ‘buckling torque’ by not making a distinction between the torque before the transition $M_{\text{critical}}$ and the plectonemic torque $M_3$. Figure S.3.2 shows excellent agreement between our predicted values of $M_{\text{critical}}$ and the ‘buckling’ torques in Lipfert et al. [23].

Figure S.3.2: Comparison of the torque jump $\delta M$ from our theory with the experiments in Brutzer et al. [20] at $c_o = 320\text{mM}$. Our model predicts that as the DNA length $L$ increase $\delta M$ decreases while as $c_o$ decreases $\delta M$ decreases. We have used $\nu = 10.00\text{nm}^{-1}$ as in the main text.

In Figure S.3.3 we show the comparison between $\delta M$ from the indirect measurements in Brutzer et al. [20] and our theoretical predictions. Similar qualitative trends are found in the indirect measurements of $\delta M$ in Daniels et al. [7].

### S.4 Indirect method for calculating external moment

Mosconi et al. [22] provide not only the direct measurements of the slopes $d\Delta z/dn$ of the rotation-extension curves of a single stretched and twisted DNA molecule using magnetic tweezers, but also an indirect measurement of the plectonemic torque $M_3$. The theoretical predictions for the slopes $d\Delta z/dn$ presented in the main text match the experimental results in Mosconi et al. [22], but there seems to be constant 2.5pNnm offset between our theoretical predictions of $M_3$ and their reported indirect measurements. The process used by Mosconi et al. [22] computes the external
torque $M_3$ from equation (23) in Zhang and Marko [24]:

$$M_3(F, n) = M_3(F_o, n) - \frac{1}{2\pi} \int_{F_o}^{F} \left( \frac{\partial \rho L}{\partial n} \right) \hat{F} d\hat{F},$$  \quad (S.4.1) 

where $F_o$ is the force corresponding to the initial reference rotation-extension curve. (Eq. (S.4.1)) is based on the ‘Maxwell’ type relation:

$$-\frac{1}{2\pi} \left. \frac{\partial \rho L}{\partial n} \right|_F = \left. \frac{\partial M_{\text{ext}}}{\partial F} \right|_n.$$  \quad (S.4.2) 

The method to compute the external torque described in Zhang and Marko [24] assumes the existence of an equilibrium ensemble. So equation (23) in Zhang and Marko [24] is valid in both the straight and plecktonemic states. But, at the transition point the system undergoes a dynamic jump from the straight to the plecktonemic state or vice-versa. Hence, the method described by Zhang and Marko [24] can not be properly used since the first derivatives of the free energy become discontinuous at the jump. The process carried out to compute the external torques in the plecktonemic regime in Mosconi et al. [22] neglects the presence of these jumps. The resolution of the experiments in Mosconi et al. [22] is such that the dynamic process at the transition point between the extended DNA configuration and the plecktonemic configuration is not apparent. So, the rotation-extension experimental curves do not show a jump in the extension $\delta z$ and consequently the external torque curves reported by Mosconi et al. [22] show a smooth transition as a function of the degree of supercoiling $\sigma \propto n$. Accounting for the jumps precludes the use of (Eq. (S.4.1)) as done by Mosconi et al. [22].

We note, however, that the method described in Zhang and Marko [24] is valid in the plecktonemic regime, as long as there is no dynamic jump. For a set of data containing rotation-extension curves at different values of applied $F$ (for a fixed salt concentration), (Eq. (S.4.1)) can be used to compute a change in $M_3$ by holding $n$ constant and integrating with respect to $F$. In figure 1 of Mosconi et al. [22] the change in torque $M_3$ between points A and B can be computed using (Eq. (S.4.1)), but a reference absolute value of the torque cannot be obtained using (Eq. (S.4.1))
due to the presence of the jump discontinuity. Since the method described in Zhang and Marko [24] can give the change in $M_3$ in the plectonemic regime, in Figure S.4.1 we compare our theoretical predictions of the external torque $M_3$ with the indirect measurements of Mosconi et al. [22] after adding a constant value of 2.5pNnm to the experimental data. The agreement is excellent.

Another possible explanation for the disagreement among the reported theoretical and experimental values of the external moment could be that the values of $M_3$ in the plectonemic regime are a function of the length of the DNA template, which is a parameter that is not captured in the existent theoretical models including our formulation.

![Figure S.4.1: External torque $M_3$ as a function of the external force $F$ for the different salt concentrations in Mosconi et al. [22]. We show the experimental values from Mosconi et al. [22] after adding a shift of +2.5pNnm. We have used $\nu$ values from Table 1 in the main text.](image)

**S.5 Multivalent ions**

In the main text we have explained how our model can be extended to the case of mixtures of high concentration of monovalent salt and low concentration of polyvalent salt. Here we present further comparison of the theoretical model with the experiments of Dunlap and co-workers (private communication) and show the behavior of the plectoneme radius $r$ and plectonemic torque $M_3$ as a function of the applied force $F$. In our calculations we have used $\nu$ values from Table 2 in the main text. Figure S.5.1 shows $r$ and $M_3$ values when using different $c_{mu}$ concentrations.
Figure S.5.1: Spermidine: $M_3$ and $r$. The dashed lines correspond to the limiting value of the interaxial spacing which is $2r = 3.0\text{nm}$ for spermidine. We have used $\nu$ values from Table 2 in the main text.

Figure S.5.2: Spermidine: the black solid curve shows the prediction of the slope $d\Delta z^e/d\sigma$ when $2r$ is larger than the interaxial spacing $3\text{nm}$. The black dot shows the point where $2r = 3\text{nm}$, and from there on the black dashed line shows the prediction of the slope for $2r$ constant. The red dashed line shows the solution when $2r < 3\text{nm}$ is allowed to vary.

of spermidine $\text{Sp}^{3+}$. As $c_{mu}$ increases the supercoiling radius decreases, yielding more compact plectonemes. For $c_{mu} = 5\text{mM}$ and $c_{mu} = 10\text{mM}$ the value of $r$ reaches the limiting interaxial spacing value $\sim 3\text{nm}$ as given in Todd et al.[25] and Raspaud et al.[26]. As explained in the main text we expect that due to a balance of attractive and repulsive interactions the plectoneme diameter stays approximately constant when it reaches the limiting interaxial spacing value. The values of $M_3$ decrease as a function of $c_{mu}$. The dashed lines in Figure S.5.1 show $M_3$ as a function of $F$ for $c_{mu} = 5\text{mM}$ and $c_{mu} = 10\text{mM}$ using $r \approx 1.5\text{nm}$ after the plectoneme diameter has reached the
limiting interaxial spacing value. The theoretical solution of $M_3$ for $c_{mu} = 5\text{mM}$ and $c_{mu} = 10\text{mM}$ when $r$ is not assumed to be constant does not differ significantly from the solutions plotted in Figure S.5.1. The theoretical solution of the slope $d\Delta z^e/d\sigma$, for $c_{mu} = 5\text{mM}$ and $c_{mu} = 10\text{mM}$, when $r$ is not assumed to be constant differs considerably from the solutions plotted in the main text in Figs. 7 and 8 where $r$ is constant after reaching the interaxial spacing value. If $2r$ is allowed to become smaller than the interaxial distance, the predicted slopes $d\Delta z^e/d\sigma$ underestimate the experimental data at $F = 1\text{pN}$ as shown by the red dashed line in Figure S.5.2.

Figure S.5.3: Spermidine: critical degree of supercoiling.

In Figure S.5.3 we present the critical degree of supercoiling $\sigma_{critical} \propto n_{critical}$ when using different $c_{mu}$ concentrations of $\text{Sp}^{3+}$. As stated before the dashed lines in the $c_{mu} = 5\text{mM}$ and $c_{mu} = 10\text{mM}$ cases represent the solution when $2r$ reaches the interaxial spacing value.

Figures S.5.4 and S.5.5 show the results obtained when using spermine $\text{Sp}^{4+}$. For $\text{Sp}^{4+}$ we have only fitted the value of $\nu$ to the experimental point $F = 0.6\text{pN}$ for the control and $c_{mu} = 0.2 - 0.75\text{mM}$ concentrations and obtained a curve for $\nu$ as a function of $c_{mu}$ (see entries in Table 2 in the main text.). For $c_{mu} = 1\text{mM}$ and $c_{mu} = 2\text{mM}$ entries in Table 2 shown in the main text we have extrapolated the value of $\nu$ from the curve obtained from the previous fitted values. As before, the dashed lines for the $M_3$ and $\sigma_{critical}$ function correspond to the solution when $2r$ is approximately
constant and equal to the interaxial spacing $\sim 2.9\text{nm}$ for Sp$^{4+}$ (Todd et al. [25], Raspaud et al. [26]). Our results show good quantitative agreement with the experimental values.

Figure S.5.4: Spermine: $M_3$ and $r$. The dashed lines correspond to the limiting value of the interaxial spacing which is $2r = 2.9\text{nm}$ for spermine.

Figure S.5.5: Spermine: critical degree of supercoiling.
S.6 Experimental and Simulation Data

In this section we present the data from all prior experiments and simulations in a few plots so as to compare them independently of our model. A discussion about these plots can be found in the section titled ‘Comparison with experiments and predictions: the complete model’ of the main text.

Figure S.6.1: Experimental data for the slopes $d\Delta z/dn$ for different salt concentrations. Triangles represent Brutzer et al. [20] data presented in reference [21]. We have denoted Brutzer et al. data with * next to the salt concentration value in the legend of the graph. Circles represent Mosconi et al. [22] data, which have been denoted with ** next to the salt concentration value in the legend. Squares represent Forth et al. [17] data for two different values of the DNA length. The data sets from Brutzer et al. and Mosconi et al. provide consistent slope values for the entire force range. The slopes from Forth et al.[4] are consistent with the rest of the data sets for moderate forces.
Figure S.6.2: Experimental and Simulations data for the torque measurements $M_3$ for different salt concentrations. Triangles represent Maffeo et al. [21] simulations data. We have denoted Maffeo et al. data with * next to the salt concentration value in the legend of the graph. Circles represent Mosconi et al. [22] data, which have been denoted with ** next to the salt concentration value in the legend. Squares represent Forth et al. [17] data for two different values of the DNA length. The various data sets show disagreement in the torque values.
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