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ABSTRACT

In this paper, we propose a new approach to diagnosing problems in complex networks. Our approach is based on the insight that many of the trickiest problems are anomalies – they affect only a small fraction of the traffic (e.g., perhaps a certain subnet), or they only manifest infrequently. Thus, it is quite common for the network operator to have “examples” of both working and non-working traffic readily available – perhaps a packet that was misrouted, and a similar packet that was routed correctly. In this case, the cause of the problem is likely to be wherever the two packets were treated differently by the network.

We sketch the design of a network debugger that can leverage this information using a novel concept that we call differential provenance. Like classical provenance, differential provenance tracks the causal connections between network and configuration states and the packets that were affected by them; however, it can additionally reason about the causes of any discrepancies between different provenances. We have performed a case study in the context of software-defined networks, and our initial results are encouraging: they suggest that differential provenance can often identify the root cause of even very subtle network issues.

Categories and Subject Descriptors
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1. INTRODUCTION

Networks are not easy to get right. Despite the fact that researchers have developed a wide range of tools for network diagnostics [8, 16, 17, 11, 14, 15, 5], understanding the intricate relations between network events for a root-cause analysis is still challenging. This is perhaps especially true for software-defined networks (SDNs), which offers exceptional flexibility by introducing a programmable controller but also further complicates reasoning about network faults.

Network provenance [21] is a promising candidate for understanding the details of network executions, as it provides step-by-step explanations of network events. It encodes network events as vertexes in a distributed database and their causal relations as links; they form a provenance graph on which an operator could issue queries that ask for an explanation of a certain event. For example, an operator can ask why a certain route exists in her router’s BGP table by issuing a query on the vertex that represents this route in the provenance graph; the answer to her query would be a provenance tree rooted at that vertex, chronicling how the route has been derived from other BGP events. A number of provenance-based diagnostic tools have been developed recently, including systems like ExSPAN [21], SNP [19], and Y! [16]. Conceptually, these systems all provide variants of the same capability: a way to ask for a comprehensive explanation of a certain network event.

However, while a comprehensive explanation is certainly useful for diagnosing a problem, it is not the same as finding the actual root causes. We illustrate the difference with an analogy from everyday life: suppose Bob wants to know why his bus arrives at 5:05pm, which is five minutes late. If Bob had a provenance-based debugger, he could submit the query “Why did my bus arrive at 5:05pm?”, and he would get a comprehensive explanation, such as “The bus was dispatched at the terminal at 4:00pm, and arrived at stop A at 4:13pm; it departed from there at 4:15pm, and arrived at stop B at 4:21pm; ... Finally, it departed from stop Z at 5:01pm, and arrived at Bob’s platform at 5:05pm”. This is very different from what Bob really wanted to know: the actual root cause might be something like “At stop G, the bus had to wait for five minutes because of a traffic jam”.

But suppose we allow Bob to instead ask about the differences between two events – perhaps “why did my bus arrive at 5:05pm today and not at 5:00pm, like yesterday?”. Thus, the debugger can omit those parts of the explanation that the two events have in common, and instead focus on the (hopefully few) parts that caused the different outcomes. We argue
that a similar approach should work for network diagnostics as well: reasoning about the differences between the provenance of a bad event and a good one should lead to far more concise explanations than the provenance of the bad event by itself. We call this approach differential provenance.

Differential provenance requires some kind of “reference event” that produced the correct behavior but is otherwise similar to the event that is being investigated. There are several situations where such reference events are commonly available, such as 1) partial failures, where the problem appears in some instances of a service but not in others (Example: DNS servers A and B are returning stale records, but not C); 2) intermittent failures, where a service is available only some of the time (Example: a BGP route flaps due to a “disagree gadget” [7]); and 3) sudden failures, where a network component suddenly stops working (Example: a link goes down immediately after a network transition). As long as the faulty service has worked correctly at some point, that point can potentially serve as the needed reference.

At first glance, it may seem that that differential provenance merely requires finding the differences between two provenance trees, perhaps with a tree-based edit distance algorithm, such as [2]. However, this naïve approach would not work well because small changes in the network can cause the provenance to look wildly different. To see why, suppose that the operator of an SDN expects two packets $P$ and $P'$ to be forwarded along the same path A-B-C-D-E, but that a broken flow entry on B causes $P'$ to be forwarded along A-B-X-Y-Z instead. Although the root cause (the broken flow entry) is very simple, the provenance of $P$ and $P'$ would look very different because the two packets traveled on different paths. (We elaborate on this scenario in Section 2.) A good network debugger should be able to pinpoint just the broken flow entry and leave out the irrelevant consequences.

In this paper, we present an initial algorithm for generating differential provenance (Section 3), we report results from a preliminary case study in the context of SDNs that demonstrates the potential benefits (Section 4), and we discuss some of the challenges ahead (Section 5). We believe that differential provenance can become the basis for new, powerful root-cause analysis tools – not only for SDNs, but also for other types of networks and protocols.

2. OVERVIEW

We begin by explaining our high-level goals using the very simple scenario in Figure 1, which consists of an SDN with six switches, two web servers, and one DPI device. The operator wants web server #2 to handle most of the web requests; however, requests from certain untrusted subnets should be processed by web server #1, because it is co-located with the DPI device that is detecting malicious flows based on the mirrored traffic from S6. To achieve this, she configures two OpenFlow rules on switch S2: a specific rule $R_1$ that matches traffic from the untrusted subnets and forwards it to S6; and b) a general rule $R_2$ that matches the rest of the traffic and forwards it to S3. However, the operator made $R_1$ overly specific by mistake (e.g., by writing the untrusted subnet 4.3.2.0/23 as 4.3.2.0/24). As a result, only a subset of requests from this subnet arrives at server #1 (e.g., those from 4.3.2.1), whereas others arrive at server #2 instead (e.g., those from 4.3.3.1). The operator would like to use a network debugger to investigate why requests from 4.3.3.1 went to the wrong server. One example of a suitable reference event would be a request that arrived at the correct server – e.g., one from 4.3.2.1.

2.1 Background: Provenance

At a high level, network provenance is a way to describe the causal relationships between events in the network. For instance, if a packet $P$ arrives at web server #1 from Figure 1, the direct cause is $P$’s transmission from a port on switch S6. This, in turn, was caused by 1) $P$’s earlier arrival at S6 via some other port, in combination with 2) the fact that $P$ matched some particular flow entry in S6’s flow table. And so on. The events and their causal relationships can be represented as a provenance graph, which is a DAG that has a vertex for each event and an edge between each cause and its direct effects. To find the provenance of a specific event, we can simply locate the corresponding vertex in the graph and then walk backwards along the causal edges until we arrive at a set of “base events” that cannot be further explained, such as external inputs or configuration state. Thus, the provenance of an event is simply the tree that is rooted at the corresponding vertex in the provenance graph.

For simplicity, we assume that the network already has a way to track provenance – e.g., a system from existing work [21, 16, 20] – and that the controller program is written in a declarative language, specifically Network Datalog (NDlog) [10]. In NDlog, the network states are viewed as tables that can each contain a set of tuples. For instance, a switch could have a table called FlowEntry, and each of its tuples could encode a flow entry; it could also contain tables PacketIn, PacketMatch, and PacketOut that contain tuples for packets that have been received, matched against a particular flow entry, and sent out to the next hop. Tuples can either be inserted from outside the system – e.g., incoming packets or configuration state – or they can be derived programatically via rules of the form $A: \neg B, C, \ldots$, which essentially say that a tuple $A$ should exist whenever tu-

![Figure 1: An SDN debugging example.](image-url)
2.2 Why is provenance not enough?

Provenance can be helpful for diagnosing a problem, but finding the actual root cause can require substantial additional work. To illustrate this, we used the Y! system [16] to query the provenance of the packet $P'$ in our scenario after it has been (incorrectly) routed to web server #2. The full provenance tree, shown in Figure 2a, consists of no less than 201 vertexes, which is why we have omitted all the details from the figure. Since this is a complete explanation of the arrival of $P'$, the operator can be confident that the information in the tree is “sufficient” for diagnostics, but the actual root cause (the faulty rule; indicated with an arrow) is buried deep within the tree and is quite far from the root, which corresponds to the packet $P'$ itself. This is by no means unusual: in other scenarios that have been discussed in the literature, the provenance often contains tens or even hundreds of vertexes [16]. Because of this, we believe that it would be useful to offer the operator additional help with identifying the actual root causes.

2.3 Key idea: Reference events

Our key idea is to use a reference event to improve the diagnosis. A good reference event is one that a) is as similar as possible to the faulty event that is to be diagnosed, but b) unlike that event, has produced the “correct” outcome. Since the reference event reflects the operator’s expectations of what the buggy network ought to have done, we must rely on the operator to supply it together with the faulty event.

The purpose of the reference event is to show the debugger which parts of the provenance are actually relevant to the problem. If the provenance of the faulty event and the reference event have vertexes in common, these vertexes cannot be related to the root cause and can therefore be pruned without losing information. If the reference event is sufficiently similar to the faulty event, it is likely that almost all of the vertexes in their provenances will be shared, and that only a very few (perhaps 3 out of 100) will be different. Thus, the operator can focus only on those vertexes, which must include the actual root cause.

For illustration, we show the provenance of the reference packet $P$ from our scenario in Figure 2b. There are quite a few shared vertexes (shown in green), but perhaps not as many as the reader would have expected. This is because of an additional complication that we discuss in Section 2.5.

2.4 Are references typically available?

To understand whether reference events are typically available in practical diagnostic scenarios, we reviewed the posts on the Outages mailing list from 09/2014–12/2014. There are 89 posts in total, and 64 of them are related to network diagnostics (the rest are either irrelevant, e.g., a complaint about iOS 8.0.1, or lacking necessary information to formulate a diagnosis, e.g., a piece of news reporting that a cable was vandalized). We found that 42 of the 64 diagnostic scenarios we examined (66%) contain both a fault and at least one reference event.

We further classified the 42 scenarios into three categories: partial failures, sudden failures, and intermittent failures. The most prevalent problems were partial failures, where operators observed functional and failed installations of a service at the same time. For instance, one thread reported...
that a batch of DNS servers contained expired entries, while records on other servers were up to date. Another class of problems were sudden failures, where operators reported the failure of a service that had been working correctly earlier. For instance, an operator asked why a service’s status suddenly changed from “Service OK” to “Internal Server Error”. The rest were intermittent failures, where a service was experiencing instability but was not rendered completely useless. For instance, one post said that diagnostic queries sometimes succeeded, sometimes failed silently, and sometimes took an extremely long time.

2.5 Why not just diff the trees?

Intuitively, it may seem that the differences between two provenance trees could be found with a conventional tree comparison algorithm – e.g., some variant of tree edit distance algorithms [2] – or perhaps simply by comparing the trees vertex by vertex and picking out the different ones. However, there are at least two reasons why this would not work well. The first is that the trees will inevitably differ in some details, such as timestamps, packet headers, packet payloads, etc. These details are rarely relevant for root cause analysis, but a tree comparison algorithm would nevertheless try to align the trees perfectly, and thus report differences almost everywhere. Thus, an equivalence relation is needed to mask small differences that are not likely to be relevant.

Second, and more importantly, small differences in the leaves (such as forwarding a packet to port #1 instead of port #2) can create a “butterfly effect” that results in wildly different provenances higher up in the tree. For instance, the packet may now traverse different switches and match different provenances higher up in the tree. For instance, the provenance might find that making the following changes would correct the fault. For instance, differential provenance might find that making the following changes \( \{ \Delta \tau_1 = \tau_1 \rightarrow \bar{\tau}_1, \Delta \tau_2 = \tau_2 \rightarrow \bar{\tau}_2, \cdots, \Delta \tau_m = \tau_m \rightarrow \bar{\tau}_m \} \) would make the fault go away, where \( \{ \bar{\tau}_1, \bar{\tau}_2, \cdots, \bar{\tau}_m \} \) are leaves on \( T_e \) and \( T_f \), respectively.

3. DIFFERENTIAL PROVENANCE

In this section, we define the problem from Section 3.1 a bit more formally, and we sketch an initial solution that follows the three steps discussed in Section 2.6. We use the terms “leaves”, “base events”, and “base tuples” interchangeably in this discussion.

3.1 Problem Statement

Differential provenance takes two inputs from the operator: a) a faulty event \( e \) to be diagnosed, and b) a reference event \( e \) that is considered to be correct with respect to \( e \). It analyzes their provenance trees \( T_f \) and \( T_e \), attempts to change a small set of base tuples (and by derivation, their derived tuples) in the faulty execution, and then replays the changes to see if the fault disappears. Its output is a set of base tuple changes that would correct the fault. For instance, differential provenance might find that making the following changes \( \{ \Delta \tau_1 = \tau_1 \rightarrow \bar{\tau}_1, \Delta \tau_2 = \tau_2 \rightarrow \bar{\tau}_2, \cdots, \Delta \tau_m = \tau_m \rightarrow \bar{\tau}_m \} \) would make the fault go away, where \( \{ \bar{\tau}_1, \bar{\tau}_2, \cdots, \bar{\tau}_m \} \) are leaves on \( T_e \) and \( T_f \), respectively.

3.2 Where do we start?

A trivial way to transform one provenance into another would be to remove all the base tuples from the first and to then insert all the base tuples from the second. However, in practice we prefer transformations that a) change only base tuples that actually can be changed in reality (e.g., configuration state, but not incoming packets), and that b) are as small as possible – we expect the root cause to correspond to the “minimum” set of changes. To this end, we use the following three heuristics to choose the order of the tuples.

Bordering vertexes first: We begin by finding all “bordering vertexes” from the faulty provenance tree \( T_f \). A bordering vertex \( v \) is a vertex such that some, but not all, of its children are common subtrees in \( T_f \) and \( T_e \) (e.g., the black vertexes in Figure 2). Intuitively, this heuristic is inspired by the observation that similarities between two trees represent similarities in the network executions. Therefore, bordering vertexes are important as they represent the places where two network executions just begin to diverge. Thus, changes at those points have a much bigger likelihood of aligning large portions of the provenance.
We identify the bordering vertexes using a tree comparison algorithm based on Largest Common Subtrees (LCSes) as a building block. Intuitively, an LCS captures the maximal amount of similarity between parts of $T_1$ and $T_2$, and, therefore, between the good and bad executions. It essentially encodes the shared execution that has played a part in causing the appearance of both $e$ and $\bar{e}$. To find LCS, our algorithm first removes irrelevant differences between the two provenance trees (currently by replacing specific fields, such as timestamps and payloads, with zeroes) and then constructs a Merkle Hash Tree (MHT) [12] over each provenance tree. This allows us to find the roots of all common subtrees in one pass, by matching the values of the hashes in the MHT. We then identify the LCSes by performing a BFS traversing the corresponding subtrees) in which they differ, and we start with the ones that have the fewest differences. The subtrees rooted at bordering vertexes must have some distinct, unmatched leaves, because otherwise the subtrees would have been the same as well. We use this heuristic because, at such vertexes, only a small number of events have caused the executions to diverge; so they are relatively “simpler” to correct.

After we have ranked all bordering vertexes, we extract the distinct base tuples in their SDSes (according to the order of the bordering vertexes), i.e., tree leaves that are present in one SDS but not the other. We then apply the last heuristic to rank those base tuples. Those ranked tuples will then be processed in the step for rule synthesis.

**Least divergence first:** Second, we rank the bordering vertexes by the number of base tuples (i.e., leaves of the corresponding subtrees) in which they differ, and we start with the ones that have the fewest differences. The vertexes rooted at bordering vertexes must have some distinct, unmatched leaves, because otherwise the subtrees would have been the same as well. We use this heuristic because, at such vertexes, only a small number of events have caused the executions to diverge; so they are relatively “simpler” to correct.

After we have ranked all bordering vertexes, we extract the distinct base tuples in their SDSes (according to the order of the bordering vertexes), i.e., tree leaves that are present in one SDS but not the other. We then apply the last heuristic to rank those base tuples. Those ranked tuples will then be processed in the step for rule synthesis.

**Recent events first:** Finally, we prioritize the base tuples with closer timestamps before the faulty event. This is because for many “sudden failures”, their root causes would probably not go too far back.

Although, in our experience, these heuristics tend to work well, they do not provide a “hard” guarantee that a working transformation will be found. Our current algorithm reports “no root causes found” if a) there are no bordering vertexes to start with because the trees have zero overlap, or b) none of the attempted changes to the base tuples work. We are currently working on a solution for these problems, and we provide some additional detail in Section 5.

### 3.3 How should we make the change?

Given a pair of vertexes identified by the heuristics above, we next decide how to make changes for the subtrees rooted at these two vertexes to be aligned. Since the reference tree gives us an idea of what a correct execution looks like, we have an opportunity to synthesize tentative changes by looking at the reference tree. The result would be a set of additions, deletions, and changes to base tuples in the bad tree.

We find these changes using rule synthesis followed by rule refinement, and we explain these using the running example in Figure 1. The rule synthesis step starts with a pair of corresponding but different tuples on the faulty tree and the reference tree; in this case, the former will be $\text{flowEntry}(S2, *, 2)$, which says that switch S2 has a default rule that matches all packets and forwards them to switch S3 via port 2, and the latter will be $\text{flowEntry}(S2, 4.3.2.0/24, 1)$, which matches the suspicious subnet and forwards the traffic to switch S6 via port 1. To align the two trees, the algorithm transforms the former tuple into the latter. In the case of base tuples, this is trivial, but in the case of derived tuples the algorithm must find a change to the base tuples (which are the only tuples that can be changed directly) that causes the correct derivations. We use static analysis on the NDlog rules to compute suitable changes.

However, at this point a subtle problem appears: the “bad” packet was for 4.3.3.1, whereas the “good” packet was for 4.3.2.1! Thus, a change to the “bad” tree that causes $\text{flowEntry}(S2, 4.3.2.0/24, 1)$ to appear verbatim will not cause the correct sequence of events, since it does not match the “bad” packet. Our current solution is to use wildcards during rule synthesis (which would initially result in $\text{flowEntry}(S2, *, 1)$ and make all packets go to server #1) and then refine the header space in a subsequent step. Our goal is to find the largest header space that will correct the problem while avoiding undesirable side effects that might change other parts of the tree. To do this, our refinement technique starts with wildcards at the base tuples and then moves up the provenance tree while narrowing the IP ranges at each step as needed until it either a) reaches the root of the subtree or b) the header space cannot be refined further. In our example, this would result in $\text{flowEntry}(S2, 4.3.3.1/24, 1)$.

Notice that the goal of refinement is not necessarily to find the “correct” tuple to insert or the “correct” IP range against which to match. While this happens to work out in our simple example, it would not be realistic to expect this in general: since the algorithm has only one reference packet, it would be difficult to infer the correct subnet (which could be 4.3.3.1/27, for instance). Rather, our goal is to identify where network changes need to be made; it is up to the operator to decide what the correct behavior should be.

### 4. CASE STUDY

We have set up the scenario from Figure 1 in RapidNet [1], using a similar method of modeling OpenFlow switches as in Y! [16], and we have implemented an initial version of our differential provenance algorithm. We then used this setup to answer the following three provenance queries:

- **Q1:** a conventional provenance query asking “why did HTTP packet P1 appear at the web server 1?”
- **Q2:** a conventional provenance query asking “why did HTTP packet P2 appear at the web server 2?”
- **Q3:** a differential provenance query asking “why did HTTP packet P1 appear at the web server 1 but packet P2 appear at web server 2?”
Table 1: Sizes of the provenance trees in our case study.

<table>
<thead>
<tr>
<th>Query</th>
<th>Tree size</th>
<th>Base tuples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>156</td>
<td>12</td>
</tr>
<tr>
<td>Q2</td>
<td>201</td>
<td>15</td>
</tr>
<tr>
<td>Plain diff</td>
<td>278</td>
<td>14</td>
</tr>
<tr>
<td>Q3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1 reports the overall number of vertexes and the number of base tuples in the resulting provenance trees, as well as in a naïve diff between the trees for Q1 and Q2. We observe that the plain diff contains 278 vertexes, which is far bigger than either Q1 or Q2 separately (and thus presumably even less useful!). In contrast, the differential query Q3 was able to correctly identify the one vertex (the faulty flow entry) that caused the discrepancy.

We have also tested our prototype with two other scenarios: one that involves a fault caused by a bad interaction between multiple applications [5], and another that involves a fault caused by an unexpected flow entry expiration. We omit the details due to lack of space, but we briefly report our key findings: the naïve diffs contained 238 and 74 vertexes, respectively, whereas differential provenance was able to identify a single vertex as the root cause in both cases.

5. CHALLENGES AND NEXT STEPS

In this section, we outline some interesting challenges that we plan to address next.

**Bad reference events:** Differential provenance relies on the assumption that the reference event provided by the operator is sufficiently “comparable” to the faulty event to be diagnosed. However, operators can make mistakes and might provide a reference event that is only superficially similar to the faulty event. In this case, differential provenance would fail to achieve alignment between two executions. We hope to find a way to detect such failures early, and to report them to the operator in a way that is easy to understand – perhaps with a brief description of the dissimilarity that could help the operator find a better reference.

**Performance:** The scenarios we have tried so far are relatively small, but, in an enterprise setting, both the provenance and the network to be “simulated” during tree alignment would be substantially larger. Fortunately, the tree comparison step is easily parallelizable (e.g., by subtrees), and for the replay step we should be able to leverage optimizations from existing work in other areas. Two interesting examples of such work are: a) work on deterministic replay that can identify shared executions across multiple replays, and speed things up by remembering shared states [9]; and b) work from the database literature on incremental view maintenance [21], which can efficiently find the consequences of small changes without repeating the entire computation. We are currently exploring those directions.

**Multiple references:** The base differential provenance offers an operator the ability to specify one reference event in the system. It would be interesting to consider giving the debugger multiple references when they are available; this might be a way to infer some extra information, such as, in Section 3.3, the correct IP range to be matched.

6. RELATED WORK

**Provenance:** Provenance is a concept borrowed from the database community [3], and it captures causal relations between database tuples. Researchers have applied provenance to distributed systems [21, 19, 16], storage systems [13], operating systems [6], and mobile platforms [4]. Our work is mainly related to projects that use network provenance for diagnostics, such as ExSPAN [21] that maintains network provenance at scale, SNP [19] that secures network provenance information in adversarial settings, Y! [16] that extends the provenance model to answer negative queries, etc. All those projects use the provenance of individual events, while we add reference events for root cause analysis.

**Diagnostics:** Our work is related to many existing network diagnostics projects, including Anteater [11], Header Space Analysis [8], OFRewind [17], Minimal Causal Sequence analysis [14], and ATPG [18]. The most closely related project is PeerPressure [15], which diagnoses misconfigured machines by comparing their registry values to those on a set of reference machines. However, PeerPressure uses Bayesian inference rather than provenance, so it can only compute a probability that a given configuration setting is responsible for the observed symptoms, whereas our approach can establish a causal connection.

7. CONCLUSION

In this paper, we have introduced a novel approach to network diagnostics that is based on the observation that network faults tend to be the exception rather than the norm – they often affect only a small fraction of the traffic, and they often manifest infrequently. Thus, operators often have “examples” of both good traffic and bad traffic readily available. Our approach uses network provenance to find events that are causally connected to the good and/or the bad example, and then reasons about the differences between the two provenances to isolate a set of root causes that is responsible for the different outcomes. Our initial results seem encouraging – the final result can be as precise as a single root cause – but some challenges remain to be addressed before the approach can be deployed in an operational setting. We are addressing these challenges in our ongoing work.
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