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Abstract

With the advent of low-power wireless sensor networks,
a wealth of new applications at the interface of the real
and digital worlds is emerging. A distributed comput-
ing platform that can measure properties of the real
world, formulate intelligent inferences, and instrument
responses, requires strong foundations in distributed
computing, artificial intelligence, databases, control the-
ory, and security.

Before these intelligent systems can be deployed in
critical infrastructures such as emergency rooms and
powerplants, the security properties of sensors must be
fully understood. Existing wisdom has been to apply
the traditional security models and techniques to sen-
sor networks. However, sensor networks are not tradi-
tional computing devices, and as a result, existing se-
curity models and methods are ill suited. In this posi-
tion paper, we take the first steps towards producing a
comprehensive security model that is tailored for sen-
sor networks. Incorporating work from Internet security,
ubiquitous computing, and distributed systems, we out-
line security properties that must be considered when de-
signing a secure sensor network. We propose challenges
for sensor networks – security obstacles that, when over-
come, will move us closer to decreasing the divide be-
tween computers and the physical world.

1 Introduction

The advent of low-powered wireless networks of embed-
ded sensors [HSW+00, MFHH03, ABC+04] has spurred
the development of new applications at the interface be-
tween the real world and its digital manifestation. A dis-
tributed computing platform that can measure properties
of the real world, formulate intelligent inferences, and in-
strument responses, requires a new class of techniques in
distributed computing, artificial intelligence, databases,
control theory, and (the focus of this position paper) se-
curity.
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Before these intelligent systems can be deployed in
critical infrastructures such as emergency rooms and
power plants, the security properties of sensors must be
fully understood. Existing wisdom has been to apply the
traditional security models and techniques to sensor net-
works: as in conventional computing environments, the
goal has been to protect physical entities: devices, pack-
ets, links, and ultimately networks.

However, sensor networks are not traditional comput-
ing devices, and as a result, existing security models and
methods are insufficient. Sensors have unique charac-
teristics that warrant novel security considerations: the
geographic distribution of the devices allows an attacker
to physically capture nodes and learn secret key material,
or to intercept or inject messages; the hierarchical nature
of sensor networks and their route maintenance proto-
cols permit the attacker to determine where the root node
is placed. Perhaps most importantly, most sensor net-
works rely on redundancy (followed by aggregation) to
accurately capture environmental information even with
poorly calibrated and unreliable devices. This results in a
fundamental distinction between a physical message in a
sensor network and a logical unit of sensed information:
a message with a single sensor reading may reveal very
little information about the real environment, whereas a
message containing an aggregate or collection of read-
ings may reveal a great deal more.

These characteristics open the door for an entirely new
security paradigm: one that acknowledges that there is a
fundamental distinction between physical messages and
logical information, and that focuses on how to minimize
the correlation between the two in order to limit opportu-
nities for compromise. In this position paper, we take the
first steps towards producing a comprehensive security
model that is tailored for these low-powered distributed
devices. We begin with a discussion of the unique prop-
erties of sensor networks, and then introduce an attack
model that addresses these unique properties. Incorpo-
rating work from Internet security, ubiquitous comput-
ing, and distributed systems, we outline security prop-
erties that must be considered when designing a secure
sensor network. Finally, we propose challenges for sen-
sor networks – security obstacles that, when overcome,
move us closer to decreasing the divide between com-



puters and the physical world.

2 Attacker Goals for Sensor Net-
works

In traditional networks such as the Internet, attackers tar-
get physical systems and packets, and this is reflected
in today’s common security techniques and practices.
In contrast, the redundancy and aggregation intrinsic to
sensor networks limit the systemwide impact of attacks
against individual nodes: sensor devices themselves are
dispensable and vary in their impact on the network. To
discern useful information or to accomplish a change in
network output, a sensor network attacker must carefully
target his attack to those devices with the most influence.

However, the potentially hostile environment in which
sensors are located also introduces new challenges in de-
fending the network, e.g., sensor devices may be physi-
cally captured, and nodes near the root of the sensor net-
work are of high value if captured or compromised. It is
therefore useful to establish a threat model that consid-
ers the unique properties of sensor networks. We briefly
enumerate three basic categories of attacks based on our
earlier work [AIL05]:

1. Eavesdropping. The adversary (eavesdropper)
seeks to determine what data is being output by the
sensor network. The adversary either listens to mes-
sages transmitted by the nodes, or directly compro-
mises nodes. Eavesdropping may take two forms.
A passive eavesdropper conceals her presence from
the sensor nodes. She passively intercepts mes-
sages. An active eavesdropper sends queries to sen-
sors or aggregation points, or attacks sensor nodes,
in order to gain more information.

In either passive or active eavesdropping, the adver-
sary’s goal is to ascertain logical information about
the sensed environment. Because individual sen-
sor readings vary in their level of contribution to
an aggregate value, the eavesdropper’s location in
the sensor network determines the amount of infor-
mation that she can accurately obtain. This differs
significantly from traditional eavesdropping threat
models, where although data may be distributed
there is no redundancy or aggregation to be consid-
ered.

2. Disruption. The adversary aims to disrupt the sen-
sor application. To be most effective, the adversary
must direct her attack against locations in the sen-
sor network that significantly influence the logical
output of the network. She can conduct a disrup-
tion attack using a combination of two techniques.
Semantic disruption injects messages, corrupts data,
or changes values in order to render the aggregated

data corrupt, useless, or incomplete. Physical dis-
ruption upsets sensor readings by directly manipu-
lating the environment, e.g., by generating heat in
the vicinity of temperature sensors.

3. Hijacking. The adversary subverts the sensor appli-
cation output by gaining control over sensors. By
hijacking a carefully chosen set of sensors, both
eavesdropping and disruption attacks can be accom-
plished from within the sensor network. These at-
tacks are hardest to counter since they come from
trusted nodes.

This is not the first attack model on sensor security
(e.g., [WS02, KW03]), but it is unique in two ways.
First, the organization of this taxonomy is a classifica-
tion based on adversary’s goals, not on particular meth-
ods. Second, the focus is on the overall logical output
of the network, assuming that compromise of individual
nodes is a certainty.

Many sensor networks do not just measure their en-
vironment, but also interact with it through actuators.
When sensors are coupled with actuator devices, care
must be taken that disruption attacks cannot also be
mounted against the actuators (a potentially catastrophic
attack in medical or defense applications). For exam-
ple, even if an attacker is unable to read or inject mes-
sages into the sensor network, they may still be able to
disable nodes by exhausting their batteries with bogus
queries [Sta02]. Even though the sensor/actuator is able
to discard these requests, it must expend energy to pro-
cess them.

3 Unique Properties of Sensor Net-
works

The sensor network domain is characterized by large
numbers of limited-computation, often unreliable and
low-powered devices embedded within an environment.
As a result, sensor networks exhibit unique properties not
present in more traditional network configurations. We
briefly recap the chief distinctions that lead to new chal-
lenges and opportunities in security, and give each a label
that we will later reference.

P1: Tree-structured routing is the basis of most
current sensor networks (e.g., [MFHH03]), with
the base station at the root. While recent
work [NGSA04] has begun to consider DAG-
structured networks with redundant transmission of
values, such approaches are limited in the functions
they can compute (since complex schemes must be
used to avoid double-counting readings).

P2: Aggregation is used not only to monitor conditions
across a wide area of coverage, but also to compen-



sate for unreliability, miscalibration of sensor de-
vices, and intermittent connectivity.

P3: Tolerable failures: the critical component in sen-
sor networks is the sensed data, not the physical de-
vices. Sensors are typically low-cost devices, and
the loss or corruption of a sensor can either be mit-
igated by redundant sensors or tolerated by the net-
work. This sharply contrasts with services on the
Internet, in which the compromise of a host is often
catastrophic. The redundancy of sensors and toler-
ance for a limited quantity of noisy (or malicious)
data makes individual sensor nodes less critical.

P4: In-network filtering and computation allows
work (especially aggregation and computation) to
be “pushed” as close as possible to the devices that
originate specific sensor readings. This enables
greater power efficiency, since fewer data packets
must be transmitted.

P5: Sensors as routers: in a typical sensor network,
there is no distinction between sensing nodes, com-
pute nodes, and routing nodes. This, combined
with the characteristics described above, reduces
network traffic.

P6: Phased transmission periods are an integral com-
ponent of most sensor network routing protocols
(even, in many cases, those that use CDMA or other
techniques for avoiding collisions): within a sensor
network epoch, each node has a phase in which it
senses, a phase in which it receives messages from
its children, and a phase in which it forwards its (fil-
tered or aggregated) data to its parent1. This ap-
proach allows each device to deactivate its radio for
a significant portion of each epoch.

These sensor properties lead to a number of constraints
and characteristics that have security implications. Be-
low, we consider the impact of these features on sensor
network security.

4 Sensor Network Security Chal-
lenges

To protect against the attacks outlined above, system de-
signers must be cognizant of the security properties that
accompany sensor networks. Some of these properties,
such as tolerable failures (Property P1) present opportu-
nities for designing protocols for sensor networks that are
infeasible in other types of networks. Below, we take a
first step towards establishing a comprehensive set of se-
curity challenges for sensor networks. Some challenges
are similar to those faced in more traditional environ-
ments, but with additional constraints; others are unique

1Sometimes one or more of these time phases may be combined.

to sensor networks and similar technologies (e.g., mobile
ad hoc networks [Sta02]). When steps have already been
made towards a challenge, we place the related work in
context.

Challenge 1: Measuring Confidentiality

Existing literature has proposed the use of computa-
tionally inexpensive cryptographic techniques to handle
message confidentiality and authenticity in sensor net-
works [AUJP03, PSW+01]. The difficulty of ensur-
ing confidentiality and authenticity is not, however, due
solely to the energy constraints imposed on sensors. A
sensor network is comprised of many small computing
devices, each of which is subject to physical capture.
Any cryptosystem must therefore tolerate the compro-
mise of sensors and their keys. New cryptographic ap-
proaches must be developed that are geared towards this
failure model.

However, the compromise of some nodes need not re-
sult in a total loss of security. Unlike traditional net-
works in which logical information is often conveyed as
single messages or packets, sensor networks rely on re-
dundancy and aggregation (Properties P1, P2), and there-
fore some messages may be more influential than oth-
ers. In an earlier paper [AIL05], we presented an ini-
tial framework for quantifying the privacy and security
of sensor network applications under the assumption that
some nodes may be compromised. Rather than providing
all-or-nothing guarantees about privacy or security, we
examined probabilistic guarantees with respect to com-
promise. Challenge 1 is to define models and metrics
along these lines, for different protocols’ logical-level in-
formation privacy and security properties.

Challenge 2: Timing Obfuscation

For a sensor value to have meaning, context is needed.
Where the value was recorded, and at what time, are nec-
essary for interpretation. Conversely, if the time and lo-
cation of one reading are known, it may be possible for
an adversary to infer a great deal about other readings
nearby (Properties P5, P6). Sensor networks must there-
fore be aware of these metadata and their role in security.

It may be possible for an eavesdropper to correlate
public data to infer confidential information. Deshpande
et al have proposed incorporating a probabilistic model
for data aggregation in a sensor network [DGM+04]. By
exploiting the correlation between different values and
between different attributes, they report significant en-
ergy savings in query processing. Such a model also
implies that an adversary could pose innocuous-looking
queries on certain attributes to obtain confidential data.

The timing of sensor messages may also reveal con-
fidential data. In applications where anonymity is de-
sired (see Challenge 6), we might limit the ability of an



eavesdropper (or even the aggregating node) to infer the
identity of the sensor node. Challenge 2 is to identify
cost-effective schemes for hiding sensor network timing.
Possible solutions might be based on sending messages
at regular intervals, disassociating a reading from a phys-
ical event by adding a random delay to message transmis-
sion, or adding spurious messages to mask the legitimate
send times.2

Challenge 3: Secure Aggregation
In sensor networks where aggregation occurs at interme-
diary nodes, end-to-end encryption from sensors to the
base station is not possible because each node must be
able to compute with the data. Although cryptosystems
have been proposed that allow computation on cipher-
texts [GHY87], such approaches require significant com-
putational cost and may be infeasible in low powered de-
vices. The standard security doctrine that the network
should not be trusted and that all messages should be en-
crypted and decrypted at the source and destination is
incompatible with aggregation (due to Property P4). Un-
fortunately, the alternative of trusting each link between
the sensor and the base station is unappealing. Chal-
lenge 3 is to develop novel cryptographic approaches that
allow the aggregation of messages while ensuring ade-
quate security.

An alternative to employing secure techniques to col-
lect data is to use more robust statistical aggregation
functions. Common aggregation functions such as av-
erage, sum, minimum/maximum are not resilient and are
vulnerable to easy attacks [Wag04]. On the other hand,
count, median and root mean squared error are better es-
timators of the data being aggregated as they are more
robust.

Challenge 4: Topology Obfuscation
Unlike traditional networks, where intermediate nodes in
the routing tree simply relay messages, nodes in sensor
networks often carry out computation on messages be-
fore passing them along (Property P3). This computa-
tion leads to a non-uniform distribution of information
across nodes: different nodes carry differing amounts of
influence on the final computed value. Attacking a leaf
node in a tree-structured network gains little influence
(for disruption) or information (for eavesdropping); at-
tacking a node near the root gains significant influence
and information about the aggregate value (Property P1).
For eavesdropping, there is an interesting third case of
attacking nodes in the middle of the tree: intermediary
nodes perform enough aggregation to compensate for in-
accurate sensors, but their values may be local enough

2Masking timing information does not necessarily imply that aggre-
gation cannot be performed on the data. Aggregation is performed on
data that have the same logical timestamp whereas hiding the timing
interferes with the ability to discern physical time.

to reveal private data (see Challenge 6). Challenge 4 is
to hide the routing infrastructure of the sensor network.
If an adversary can attack a few chosen nodes, the ob-
vious strategy is to compromise sensors (and their keys)
that logically reside in high value locations in the routing
tree.

Challenge 5: Scalable Trust Management

In the domain of sensor networks, trust management is
the problem of identifying which nodes are legitimate
and which are not to be trusted. The threat of physical
compromise (and need to revoke trust when detected),
the energy constraints, the number of nodes which must
be considered, and the difficulty in re-establishing trust
once sensors are deployed are all unique challenges to
trust management in sensor networks.

Due to the power and energy constraints of many of
the nodes, it may not be possible to run expensive key
generation algorithms, or to run them pairwise between
every node. Even if this is feasible once, it may not be
practical to run them frequently. Since there is the as-
sumption that the physical compromise of some nodes
(and therefore their shared keys) is unavoidable, limita-
tions must be placed on the number of nodes sharing keys
to limit the impact of compromise.

Key management is one of the better studied areas
of sensor network security, but many of the proposed
approaches are practical only under certain conditions.
Challenge 5 is to develop “lightweight” key manage-
ment and distribution schemes appropriate for large-
scale sensor networks. Due to space constraints, it is
impossible to enumerate all the proposed key manage-
ment systems in this paper, but the reader is referred
to [WLSC].

Challenge 6: Aggregation with Privacy

The interaction between sensors and the physical world
leads to new challenges in privacy and anonymity for
those being sensed. Unlike traditional computing plat-
forms, end users who are identified by sensor nodes have
little ability to set policy. When browsing the Internet,
for example, users can use anonymizing proxies to pro-
tect their privacy. When being sensed by a sensor, how-
ever, the end user has no input as to the level of infor-
mation disclosure, and must trust in the decisions made
by the sensor network. Since being sensed can be a pas-
sive act and can be done without the knowledge of the
observed party, designing networks with privacy guaran-
tees is an arduous task.

Anonymity may be desired in some sensor network
applications. If the objective is to be anonymous with
respect to an external observer, then techniques such as
Onion Routing [DMS04] could be extended to achieve
anonymity. However, onion routing may be expensive



here, and in some cases, it may be desirable to pro-
tect individual readings while still computing the aggre-
gate over all readings. Challenge 6 is to develop new
anonymity techniques to handle such requirements.

Illustrative Example Applications

In this section, we present example applications to il-
lustrate the challenges that we have introduced. Our
first example is the next generation Supervisory Con-
trol And Data Acquisition (SCADA) system. Currently,
the system consists of a central controller and a dis-
tributed network of Remote Terminal Units (RTU) or
Programmable Logic Controllers (PLC). Data Acquisi-
tion in the SCADA system begins at the RTU or PLC
which collect data such as meter readings and equipment
status and communicate it to the central controller where
a supervisory decision is made using a human-machine
interface. With maturing wireless sensor network tech-
nology, it is envisaged that the network of RTU and PLCs
will be replaced by devices such as the wireless sensor
motes [SCA]. Sensor networks could be deployed to
monitor and protect power grids, transportation, water
and fuel infrastructure. In such a system, it is critical to
ensure that the readings collected be robust (Challenge
3) and the degree of robustness be quantified so that ap-
propriate degree of control can be exercised (Challenge
1). By hiding the timing information, we can hide the
state of the system (Challenge 2). This helps prevent
the adversary from knowing what information is being
acquired (Challenge 4). In the SCADA network, each
sensor will be assumed to be active for a certain life-
time. The lifetime will be estimated using a probabilistic
model of network activity and the resources at each node.
With such a model, it would be possible to define the cov-
erage offered by a sensor node and therefore, to devise
replenishment strategies to replace dead sensors [Wic].
Given a large number of sensors, some of which are peri-
odically replaced, management of encryption keys can be
quite difficult; thus it becomes necessary to develop trust
management solutions that are lightweight and scale to a
large number of sensors (Challenge 5). Such a scheme
must also permit addition and removal of sensor nodes.

Many sensor network applications involve collecting
personally identifiable information (PII) [Wic], such as
(1) sensing persons in buildings as part of embedded sen-
sors for disaster preparedness or power savings, (2) mon-
itoring activities of the elderly so they can safely live
at home, (3) monitoring automobiles’ FastTRAK on the
highway transponders in automobiles. In such applica-
tions, in addition to challenges 1-5, there is also a need to
protect the privacy and in some cases, ensure anonymity
(Challenge 6).

5 Conclusions and Research
Agenda

Existing literature on sensor network security has largely
applied the Internet security model to sensor networks.
Prior work tends to concentrate exclusively on the low-
power aspect of sensor networks, often neglecting these
other unique properties that further distinguish them
from more traditional computing systems.

Although there are some similarities, sensor network
topologies and functions introduce a range of consider-
ations different from those found of the Internet. These
unique characteristics, e.g., tree-structured routing, ag-
gregation, in-network filtering, etc., have important se-
curity implications. This position paper proposes a more
appropriate attack taxonomy and looks at how the se-
curity model must be tailored for sensor networks. By
more carefully considering the threats posed to sensor
networks, applications with intrinsic security considera-
tions become immediately realizable. We conclude by
summarizing the list of security challenges for sensor
networks.

• Challenge 1 [Measuring Confidentiality] : is to
define models and metrics for information privacy
and security properties of sensor network protocols.

• Challenge 2 [Timing Obfuscation]: is to identify
cost-effective schemes for hiding the timing infor-
mation in sensor networks.

• Challenge 3 [Secure Aggregation]: is to develop
novel cryptographic solutions that allow aggrega-
tion of messages while ensuring adequate security.

• Challenge 4 [Topology Obfuscation]: is to hide
the routing infrastructure so as to offset the non-
uniform node information in a sensor network.

• Challenge 5 [Scalable Trust Management]: is to
develop “lightweight” key management and distri-
bution schemes appropriate for large-scale sensor
networks.

• Challenge 6 [Aggregation with Privacy]: is to
develop new techniques to handle the privacy and
anonymity while ensuring meaningful aggregation
of sensor data.
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