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Achieving Wireline Random Access Throughput
in Wireless Networking via User Cooperation

Alejandro Ribeiro, Nikolaos. D. Sidiropoulos, Georgios. B. Giannakis, and Yingqun Yu

Abstract— Well appreciated at the physical layer, user coop-
eration is introduced here as a diversity enabler for wireless
random access (RA) at the medium access control sub-layer. This
is accomplished through a two-phase protocol in which active
users start with a low power transmission attempting to reach
nearby users and follow up with a high power transmission in
cooperation with the users recruited in the first phase. We show
that such a cooperative protocol yields a significant increase in
throughput. Specifically, we prove that for networks with a large
number of users, the throughput of a cooperative wireless RA
network operating over Rayleigh fading links approaches the
throughput of an RA network operating over additive white
Gaussian noise links - thus justifying the title of the paper. The
message borne out of this result is that user cooperation offers a
viable choice for migrating diversity benefits to the wireless RA
regime, thus bridging the gap to wireline RA networks, without
incurring a bandwidth or energy penalty.
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I. INTRODUCTION

Offering well-documented counter-measures against fading,
diversity techniques find widespread applications in mod-
ern wireless systems. Such techniques capitalize on natural
phenomena, e.g., the exploitation of multipath diversity in
Direct Sequence (DS) Spread Spectrum (SS) channels [7],
to receive/transmit antenna arrays [3], which require expen-
sive additional radio frequency (RF) components (separate
transmit/receive RF chains). User cooperation is a recently
introduced diversity technique in which many single-antenna
users share their information to construct a distributed virtual
antenna array – an idea that has gained rapid acceptance as a
sensible compromise between dependability and deployment
cost [21], [22]. User-collaborative diversity in fixed access
point to point links is by now well understood (see e.g., [9]).
Recent works have also pursued user cooperation in multiple
access channels [17], [20]. Particularly relevant to the present
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work is the notion that spatial separation in multiple access
channels allows the use of a shared channel for peer-to-peer
communications whereby “good reception” opportunities of
nearby idle users are exploited [20].

In the present paper, we introduce user cooperation in
random access (RA) channels by drawing from two dif-
ferent sources. On the one hand, we draw from well-
established spread spectrum random access (SSRA) protocols;
see e.g., [2], [8], [13] and references therein. And on the other
hand, we draw from the observation that user cooperation can
be viewed as a form of multipath, a type of diversity for
which SS with long PN sequences used as spreading codes
is particularly well suited [17].

An intuitive notion underlying the main results of this
paper is that user cooperation is a form of diversity well
matched to the very nature of RA networks. Indeed, the
random nature of RA dictates that at any given time only a
fraction of potential users is active, the others having either
empty queues or their transmissions deferred. Accordingly,
given that only a few out of the total number of transmitters are
active at any given time, transmission hardware resources are
inherently under-utilized in wireless RA networks. As we will
show, user cooperation can exploit these resources to gain a
diversity advantage, without draining additional energy from
the network and without bandwidth expansion. Reinforcing
this intuitively reasonable notion, the number of temporarily
idle users increases with the size of the network, indicating
that user cooperation is available when most needed; i.e., in
congested heavily-populated networks. While intuitive notions
not always turn out to be true, this one will; the main purpose
of this paper being precisely to establish that as the network
size increases, there is an increasing diversity advantage to
be exploited leading to a limiting scenario in which the
throughput of cooperative RA over wireless fading channels
approaches that of an equivalent system operating over an
additive white Gaussian noise (AWGN) channel.

Building on an existing network diversity multi-access
(NDMA) protocol [23], cooperative RA has been also consid-
ered in [10], [27], [11], where re-transmitting cooperators aid
the separation of multiple collided packets. However, NDMA-
based schemes are known to be challenged by channel ill-
conditioning, difficulty in determining the number of collided
packets and relatively high complexity at the access point as
well as at the relays, which require analog (waveform storage
and) forwarding [10], [27], [11].

The rest of the paper is organized as follows. The spatial
distribution of users and the physical propagation model are in-
troduced in Section II to formalize the notion that cooperation
takes place among nearby users. In Section II-A, we provide
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Fig. 1. A snapshot of a cooperative RA network. Users are divided into
four classes: Active-A users trying to reach nearby idle users, Active-B users
trying to reach the AP, Idle users that have empty queues or deferred their
transmissions, and Cooperators that are helping Active-B users in reaching
the AP. .

a high level description of how our cooperative RA protocol
operates and explain different user states that emerge due to
cooperation. We then introduce in Section III a novel non-
cooperative SSRA protocol upon which a cooperative version
is built later on. The throughput of this protocol is analyzed in
Section III-A to serve as a benchmark as well as to illustrate
the tools utilized. A consequence of this analysis, discussed in
Section III-B, is to motivate the beneficial role of diversity by
showing how it can close the large throughput gap between
corresponding systems operating over wireless and wireline
channels.

Having made the case for diversity, we argue about a sym-
biotic relation between RA and user cooperation and introduce
in Section IV our Opportunistic Cooperative Random Access
(OCRA) protocol based on the opportunistic exploitation of
highly reliable links among neighboring users. We then move
on to study its throughput in Section V and introduce our main
results regarding OCRA’s asymptotic throughput as the num-
ber of users grows large in Section V-A. Section V-A contains
only the most relevant results, with a more detailed asymptotic
behavior analysis postponed to Section VI, where we show
how pertinent theorems formalize intuitive comments made in
this introduction about the suitability of user cooperation as the
form of diversity for RA networks. Finally, synchronization
issues motivate an unslotted counterpart of OCRA that we
present in Section VII. Simulations corroborating our theo-
retical results are presented in Section VIII, and Section IX
concludes the paper.

II. PRELIMINARIES

The problem addressed in this paper is that of designing a
cooperative RA protocol. Consider a set of J users, J =
{Uj}J

j=1, communicating with an access point (AP) in a
wireless RA network as depicted in Fig. 1. User j and its
position in a coordinate system centered at the AP will be
denoted by Uj . With these positions considered random and
uniformly distributed within a circle of radius R, we express
the probability of Uj to have distance from the AP smaller
than r as

Pr{‖Uj‖ < r} =
r2

R2
, 0 ≤ r ≤ R, (1)

where ‖Uj‖ denotes the 2-norm of the position vector Uj .
User positions are further assumed independent.

Users transmit blocks of duration T with Uj’s block de-
noted as xUj

:= {xUj
(t)}T−1

t=0 . The broadcast nature of the
wireless channel dictates that the signal zUj1

= {zUj1
(t)}T−1

t=0

received at any point is the superposition of all users’ signals,
{xUj2

}J
j2=1; i.e.,

zUj1
=

J∑

j2=1

h(Uj2 , Uj1)xUj2
+ n, (2)

where n := {n(t)}T−1
t=0 is zero-mean additive white Gaussian

noise (AWGN) with variance E[n2(t)] = N0, and h(Uj2 , Uj1)
denotes the Rayleigh block fading channel coefficient corre-
sponding to the link Uj2 → Uj1 . When Uj1 ≡ AP we will
denote zAP (t) ≡ z(t) and h(Uj2 , AP ) ≡ h(Uj2).

The average power received at Uj1 from a source Uj2

transmitting with power P (Uj2) adheres to an exponential path
loss model

P (Uj2 → Uj1) =
ξ P (Uj2)

‖Uj1 − Uj2‖α
, (3)

with ξ and α ≥ 2 denoting the pathloss constant and
exponent respectively [16, Chap.3]. As a special case, the
power received at the AP from Uj2 is P (Uj2 → AP ) =
ξP (Uj2)/‖Uj2‖α. Consistent with (3), the Rayleigh block
fading coefficient h(Uj1 , Uj2) in (2) is complex Gaussian
distributed with zero-mean and variance

var[h(Uj1 , Uj2)] := E [h(Uj1 , Uj2)h
∗(Uj1 , Uj2)]

= E
[|h(Uj1 , Uj2)|2

]

=
ξ

‖Uj1 − Uj2‖α
. (4)

We assume that fading coefficients linking different users are
uncorrelated and that channel state information is obtained by
the receivers (e.g., using a training sequence) to permit coher-
ent reception. We further note that block fading coefficients
h(Uj1 , Uj2) are constant for the duration of a transmission
block but different and uncorrelated across blocks.

A. Two-phase cooperation

Transmission in the proposed cooperative RA protocol
proceeds in two phases. In the first phase, “phase-A”, the user
sends a packet with sufficient power to be correctly decoded
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by nearby peers; while in the second phase, “phase-B”, the
set of peers that successfully decoded this packet transmit
cooperatively with power sufficient to reach the AP. If we
manage to balance conflicting power requirements, what will
happen in phase-A is that nearby users decode the original
packet while the power received at the destination is negligible.
On the one hand, this implies that phase-A users do not
interfere severely with nodes which are at the same time
operating in phase-B. On the other hand, phase-A succeeds in
locally disseminating information so that subsequent phase-
B transmissions are enriched with a certain degree of user
cooperation diversity.

It is not necessary to follow a given user from phase-A to
phase-B, because what will happen to current phase-A users
when they reach phase-B is statistically indistinguishable from
what is happening to current phase-B users. It thus suffices
to study a snapshot of the RA network which comprises
current phase-A and phase-B users. At this given snapshot,
the set of users J is temporarily divided into a set of NA

“active-A” users, A = {Aj}NA
j=1, operating in phase-A of their

transmission trying to reach nearby users; a set of NB active-B
users, B = {Bj}NB

j=1, communicating their packets to the AP;
and NI idle users I = {Ij}NI

j=1 that either have empty queues
or decided not to transmit. Clearly, we have that J = A∪B∪I.
A fourth class of users, encompasses the sets of cooperators
Cj = {Ck

j }Kj

k=0 associated with each active-B user Bj . The set
Cj contains the Kj users that correctly decoded Bj’s phase-A
packet in the previous slot, and we adopt the convention that
C0

j = Bj .

Remark 1 It is worth stressing that the different sets of
users are not necessarily mutually exclusive. Actually, the sole
constraint on the classes is

I ∩ (B ∪ A) = ∅, (5)

meaning that a terminal cannot be idle and active-A or active-
B at the same time, but is allowed to be active-A and active-B
in the same slot, as we will detail later. Also, it is convenient
to regard cooperators as a parallel class in the sense that

Cj ⊆ I ∪ A, (6)

implying that a cooperator is either regarded as active-A, if
it independently decided to transmit its own information, or
as idle, if it did not. The reason for these requirements will
become clear in Section IV.

It will turn out, that phase-A will be the phase determining
the system’s performance; a perhaps intuitive result since it
is in this phase that the need arises to balance the conflicting
requirements of transmitting with as low power as possible
while reaching as many idle users as possible. To this end,
we will isolate one of the statistically identical phase-A user
nodes, call it U0 ∈ A, and study the tradeoff between phase-
A power and number of idle users reached. Without loss of
generality, we further assume that U0 = ANA . Let C0 =
{Ck

0 }K0
k=0 denote the set of (idle) users that successfully decode

U0’s phase-A packet with the convention that C0
0 = U0. Note

that the nodes in the set C0 are not cooperating with U0 in the
current slot, but will do so in the next one.

The key to delineate the aforementioned power tradeoff is
to observe that the closer an idle node is to U0 the larger
is the probability of decoding U0’s active-A packet correctly.
Consequently, we will consider distance-ordered sets with
I
(k)
0 , A

(k)
0 and B

(k)
0 denoting the kth closest to U0, idle, active-

A and active-B user respectively1; i.e.,

‖I(1)
0 − U0‖ ≤ ‖I(2)

0 − U0‖ ≤ . . . ≤ ‖I(k)
0 − U0‖, (7)

I
(1)
0 . . . I

(k)
0 ∈ I ,

with similar expressions holding true for active-A and active-
B users. Likewise, we will order the sets of cooperators
according to their distance from the active-B user they are
cooperating with

0=‖C(0)
j −Bj‖≤‖C(1)

j −Bj‖≤ . . .≤‖C(Kj)
j −Bj‖, j ∈ [1, NB ]

(8)

where the first equality follows from the convention C
(0)
j =

Bj .
Note that consistent with the random nature of RA networks,

the degree of cooperation Kj that each Uj receives is itself
random, not requiring pre-established agreement among users.
Cooperative RA throughput will be determined by the statistics
of Kj , the characterization of which constitutes a central topic
of this paper.

III. NON-COOPERATIVE SS RANDOM ACCESS

In this section, we present a non-cooperative spread spec-
trum (SS) RA protocol upon which we will build the cooper-
ative version in Section IV. While many such non-cooperative
SSRA systems have been proposed and analyzed in the
literature (see e.g., [2], [8], [13] and references therein) we
summarize here the one introduced in [28] that we regard
as the best starting point for our cooperative protocol in
Section IV. The queue model is depicted in Fig. 2, where
each of the J users has an infinite-length buffer for storing
L-bit fixed length packets that arrive at a rate of λ packets per
packet duration. The packet arrival processes are identically
distributed (i.d.), not necessarily independent, yielding a total
arrival rate of Jλ packets per packet duration.

The L bits of each packet are spread by a factor S (a.k.a.
spreading gain) to construct a transmitted packet of T := SL
chips. Spreading is implemented using a long pseudo-noise
(PN) sequence c := {c(t)}t∈Z with period P = SL = T .
Letting dUj := {dUj (l)}L−1

l=0 denote a data packet of user
Uj , and xUj := {xUj (t)}T−1

t=0 the corresponding transmitted
packet, we have

xUj (Sl + s) =
√

P (Uj) dUj (l)c(Sl + s− τUj ), (9)

l ∈ [0, L− 1], s ∈ [0, S − 1],

where we note that c is a common long PN sequence shared
by all users, τUj is a user-specific shift applied to c, and P (Uj)
is the power transmitted by node Uj .

1Subscripts and superscripts in parentheses will henceforth signify ordering.
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Fig. 2. Queue and transmission diagram of a non-cooperative SSRA network.
Packets are spread using random shifts of a common long PN sequence.

These spread packets are transmitted to the AP, which ac-
knowledges successfully decoded packets through a common
feedback channel. As in [2], [8] and [13] feedback is assumed
to be instantaneous and free of errors.

We are now ready to define the non-cooperative SSRA
protocol considered in this paper by the following rules:
[R1] Time is divided into slots, each comprising T chip

periods. If users decide to transmit, they do so at the
beginning of a slot.

[R2] Packets are spread for transmission according to (9).
The shift τUj is selected at random by each user; and
P (Uj) = P0‖Uj‖α/ξ effects average power control so
that all users are received at the AP with the same average
power P0 [c.f. (3)].

[R3] If a given user’s queue is not empty, the user transmits
the first queued packet in the next slot with probability
p.

Rule [R1] defines a slotted system and its purpose is to
simplify throughput analysis; [R2] effects statistical user sep-
aration and power control; and [R3] controls the transmission
rate, with p adjusted so as to maximize throughput.

To better appreciate [R2], let N ≤ J denote the num-
ber of users active in a given slot and consider the block
z := {z(t)}T−1

t=0 received at the AP. Specializing (2) to the
superposition of these N transmissions, the received chips
(entries of z) are

z(Sl+s)=
N∑

j=1

√
P (Uj)h(Uj)dUj (l)c(Sl+s−τUj ) + n(Sl+s).

(10)

To recover packets from a given user, say UN without loss
of generality, we compensate the random phase by multi-
plying with the normalized channel conjugate h∗n(UN ) :=
h∗(UN )/|h(UN )| and despread z using the properly delayed
version of the long PN sequence c(t − τUN ). The resultant
decision vector rUN := {rUN (l)}L−1

l=0 has entries

rUN(l)=
h∗n(UN )

S

S−1∑
s=0

z(Sl + s)c(Sl + s− τUN ) (11)

=
√

P (UN)|h(UN)|dUN
(l)+

N−1∑

j=1

I(l; UN→AP ;Uj)+ñ(l)

where we used h(UN )h∗n(UN ) ≡ |h(UN )|. Note that the
noise variance is reduced by S; i.e., var[ñ(l)] = N0/S, and

interference terms emerge due to users {Uj}N−1
j=1 ; the symbol

I(l; Uj0→AP ; Uj) denotes the interference of user Uj to the
communication of bit l from UN to the AP, and is given by

I(l; UN→AP ; Uj) =
1
S

√
P (Uj) h(Uj)h∗n(UN )dUj (l)

×
S−1∑
s=0

c(Sl + s−τUj )c(Sl + s−τUN
).

(12)

The most important property of PN sequences is that they have
a white-noise like autocorrelation E[c(t − τUj

)c(t − τUN
)] ≈

δ(τUj − τUN
), from where we deduce that if τUj 6= τUN

, then

E[I(l; UN→AP ; Uj)] = 0 (13)
var[I(l; UN→AP ;Uj)] = P0/S (14)
E[I(l; UN→AP ; Uj1)I∗(l;UN→AP ;Uj2)]= 0, ∀j16=j2 (15)

where in deriving the last equality we also exploited the
independence of users’ fading coefficients when τUj1

= τUj2
.

Combining (11) with (13), we find readily that the expected
value of the decision vector is

E[rUN (l)] =
√

P (UN )|h(UN )|dUN (l) l ∈ [0, L−1], (16)

from where it follows that a suitable demodulator is d̂Uj0
=

sign(rUj0
). The interference increases the variance of the

decision variable rUN (l) in (11), which after using properties
(14) and (15) turns out to be

var[rUN (l)] = N0/S +P0(N − 1)/S, l ∈ [0, L− 1]. (17)

Eq. (17) implies that the interference increases the probability
of error because it increases the variance of the decision
statistic. As in e.g., [25, Chap.2] we can model the interference
as Gaussian and independent for different bits, implying that
the probability that a packet is correctly decoded is fully de-
termined by the signal to interference-plus-noise ratio (SINR).
When N users are active, the instantaneous SINR is [c.f. (16)
and (17)]

γN :=
E2[rUN

(l)]
var[rUN

(l)]
= S

P (UN )|h(UN )|2
N0 + (N − 1)P0

, (18)

and the average SINR is found by taking expected values with
respect to the channel distribution [c.f. (18)]

γ̄N := E[γN ] =
S

N0/P0 + N − 1
, (19)

where we used that P (UN )|E[h(UN )|2] = P0 which follows
from the average power control in [R2] and the channel model
in (3).

We established in (16) that through [R2] we effect statisti-
cal separation of different users’ packets, with packet error
probability (PEP) determined by the SINR in (19). Notice
though, that there is also a chance to have τUj = τUN

for some
j 6= N . Both this and the interference term will determine the
throughput of this non-cooperative RA protocol, motivating
a distinction between what we term soft and hard collisions
which we define as follows.

Definition 1 (Soft and hard collisions)
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[a] We say that Uj0 experiences a “hard collision” (HC) if
τUj0

= τUj
for some j 6= j0; the HC event is

HC(Uj0) :=
⋃

j 6=j0

{
τUj0

= τUj

}
. (20)

[b] Given that Uj0 does not experience a hard collision, we
say that it experiences a “soft collision” (SC) when the
packet is lost due to interference:

SC(Uj0) := {d̂Uj0
6= dUj0

| HCc(Uj0)}, (21)

where HCc(Uj0) denotes the complement of HC(Uj0).

Conditioned on the number of active users N , we can
evaluate the probability that Uj0 experiences a HC as the
probability that any of the N −1 interferers chooses the same
PN shift

PHC(N) := Pr{HC(Uj0) | N} = 1− Pr{HCc(Uj0) | N}

= 1−
(

1− 1
T

)N−1

, (22)

where we used that since there are T possible PN shifts,
Pr{τUj0

= τUj
} = 1/T . Likewise, the SC probability PSC(N)

can be inferred from the SINRs in (18) and (19). For a
given channel realization h(UN ), PSC(N) is a function of
the instantaneous SINR in (18); however, what matters from
a throughput perspective is PSC(N) averaged over all channel
realizations. We thus write

PSC(N) := Pr{SC | N} = Pe (γ̄N ) [1− PHC(N)], (23)

where Pe(γ̄N ) is a function that maps the link average SINR,
γ̄N , to the average PEP. The function Pe(γ̄N ) is determined by
the channel model and the transmission/reception parameters
which include the type of modulation, type of receiver and
forward error correcting (FEC) code. The existence of Pe(γ̄N )
is guaranteed since we model the interference as Gaussian
and independent across bits. In fact, given Rayleigh interferers
Pe(γ̄N ) is also a function of N , S and P0/N0 as clarified in
Remark 3.

A packet is successfully decoded if and only if it neither
experiences a hard collision, nor a soft one. Accordingly,
the packet success probability with N active users (N − 1
interferers) is

Ps(N) := 1−PHC−PSC =
(

1− 1
T

)N−1

[1−Pe(γ̄N )]. (24)

The throughput of this non-cooperative SSRA system can be
obtained from (24) as we analyze in the next section.

A. Throughput Analysis

A possible performance measure of RA networks is the
average departure rate µ; if we let Ps =

∑J
n=1 Pr{N =

n}Ps(n) be the probability that a packet transmitted by the
reference user Uj0 is successfully decoded by the AP, then

µ = pPs. (25)

However, throughput instead of departure rate is the standard
metric whose definition follows from the concept of stability.

We let qj(m) be the number of packets in Uj’s queue in the
mth slot, and say that this queue is stable if, [12]

lim
m→∞

Pr{qj(m) ≤ x} = Q(x) with lim
x→∞

Q(x) = 1. (26)

The conditions in (26) assert that the system is stable if and
only if there exists a positive probability mass function of
{qj(m)}J

j=1 when m → ∞. A system is called stable if all
the queues are stable, and throughput is defined as follows:

Definition 2 The maximum aggregate throughput is defined as
the unique quantity η such that the system is stable if Jλ < η
and unstable if Jλ > η.

Thus, η is defined as the maximum aggregate arrival rate that
the system can afford with stable queues. If Jλ < η, then
individual queues have a bounded number of packets and the
packets get transmitted with finite delay. If Jλ > η, then the
queues grow without limit and the packets experience infinite
delays.

The system will be clearly unstable if λ > µ. Accordingly,
the throughput cannot exceed the departure rate η ≤ Jµ.
What is not so obvious is whether λ < µ yields a stable
system. Indeed, this is not true in general but for symmetric
and stationary systems it is true due to Loynes’ theorem [12].
For this subclass of systems, we thus have

η = Jµ. (27)

A challenge with the protocol defined by rules [R1]-[R3] is
that the service processes are not necessarily stationary due to
the possibility of having empty queues. Notwithstanding, by
resorting to a dominant system approach, [24], and following
an equivalence argument (see [5], [15]), we can establish that
η = Jµ for the SSRA protocol introduced in Section III to
obtain the following proposition.

Proposition 1 Consider the protocol defined by rules [R1]-
[R3], and not necessarily independent but i.d. arrival pro-
cesses with rate λ. Then, the average aggregate throughput
is

η =η(J,N0/P0, S, p) (28)

:=Jp

J−1∑
n=0

(
J − 1

n

)
pn(1− p)J−1−n

(
1− 1

T

)n

[1−Pe(γ̄n+1)]

with γ̄n+1 := 1/(N0/P0 + n/S).

Proof: Define the dominant system by replacing rule [R3]
with:
[R3’] Users transmit with probability p. If a user’s queue is

empty, then the corresponding user transmits a dummy
packet.

Rule [R3’] is commonly used to decouple the different users’
queues. But here we are interested in the fact that it renders the
system stationary and allows application of Loynes’ theorem.
Thus, using (27) for the dominant system we have

ηDS = Jµ = JpPs, (29)

with ηDS denoting the dominant system’s throughput.
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To compute Ps, we condition on the number of interfering
users N − 1 to obtain

Ps =
J−1∑
n=0

Pr{N − 1 = n}Ps(n + 1) (30)

=
J−1∑
n=0

Pr{N − 1 = n}
(

1− 1
T

)n

[1− Pe(γ̄n+1)],

where the limits of the summation are because the number of
interferers is between 0 and J − 1, and the second equality
follows from (24) with N − 1 = n.

On the other hand, since interferers act independently N−1
follows a binomial distribution with parameters p and J − 1
and accordingly Pr{N − 1 = n} =

(
J−1

n

)
pn(1 − p)J−1−n,

which upon substitution into (30) yields

Ps =
J−1∑
n=0

(
J − 1

n

)
pn(1−p)J−1−n

(
1− 1

T

)n

[1−Pe(γ̄n+1)].

(31)
Furthermore, substituting (31) into (29) yields (28) and es-
tablishes the result for the dominant system defined by rules
[R1], [R2] and [R3’].

We can now repeat the argument in [5], for what we
consider identical instantiations of the arrival processes fed to
the dominant and original systems. Given that we are adding
(dummy) packets, the queues in the fictitious dominant system
can never be shorter than the queues in the original system.
It follows that if the dominant system is stable, then so must
be the original system; hence η ≥ ηDS . Assume now that
η > ηDS strictly, to infer that there exists an arrival rate
η > λJ > ηDS that makes the original system stable and the
dominant system unstable. But this is a contradiction since if
the dominant system were unstable, there would be no long-
term need for dummy packets since all the queues in the
dominant system would eventually become continuously back-
logged with real packets. The dominant system is therefore
equivalent to the original system; hence, the original system
is also unstable. So, we must have η = ηDS , and (28) is also
valid for the original system defined by rules [R1]-[R3].

Note that η in (28) is a function of the number of users
J , the noise to signal ratio N0/P0, the spreading gain S and
the transmission probability p. We are usually interested in the
maximum stable throughput (MST) defined as

ηmax(J,N0/P0, S) = max
p
{η(J,N0/P0, S, p)} , (32)

and achieved at p = pmax. In this particular work, we will be
interested in the asymptotic MST that we define as

η∞(N0/P0, S) = lim
J→∞

ηmax(J,N0/P0, S), (33)

and interpret as the average number of packets transmitted per
unit time in a system with a very large number of users.

In Section V, we will compare η∞ for the SSRA protocol
introduced in this section against a suitably defined cooperative
RA protocol. Before moving on to that, let us show what
advantage diversity has to offer in RA systems.

B. On the role of diversity in RA

For this section only, we consider different models for
the channels h(Uj) and present a motivating example of
the function Pe(γ̄N ). Let us suppose that we use BPSK
modulation with coherent detection and code the packet with a
BCH block code capable of correcting up to εmax errors. With
Q(x) := (1/

√
2π)

∫∞
x

e−u2/2 du denoting the Gaussian tail
function and recalling the Gaussian model of interference, the
bit error probability with γN instantaneous SINR is q(γN ) =
Q(
√

2γN ) [14, sec. 5.2] and the corresponding instantaneous
PEP is given by [14, p.437]

Pe,i(γN ) = 1−
εmax∑
ε=0

(
L

ε

)
qε(γN )[1− q(γN )]L−ε. (34)

It is interesting to compare the throughput as determined
by (28) for different channel models. The best possible
scenario is when h(Uj) is a deterministic constant (AWGN
channel), in which case γN = γ̄N and the corresponding
average PEP is thus PG

e (γ̄N ) = Pe,i(γN ).
A better model for the wireless environment however, is

a Rayleigh fading channel where γN is random Rayleigh
distributed (since |h(Uj)|2 is). In this case, we have to average
(34) over the channel (Rayleigh) distribution fγN (γN ) to
obtain

PR
e (γ̄N ) =

∫ ∞

0

Pe(γN )fγN (γN ). (35)

It can be easily verified that for moderate and large γ̄N we
have PR

e (γ̄N ) À PG
e (γ̄N ), ultimately leading to a much

smaller throughput when otherwise equivalent systems operate
over Rayleigh channels than when they operate over AWGN
channels.

The throughput over wireless channels can be increased with
diversity techniques, e.g., multiple transmit antennas. Consider
a terminal with κ antennas transmitting a packet as in (9)
using a user and antenna-specific τUj ,κ so that despreading z
in (10) with c(t−τUj ,κ) recovers the signal transmitted by Uj’s
κth antenna. This way the AP can decode κ copies received
through uncorrelated Rayleigh channels, {hk(Uj)}κ

k=1, yield-
ing the aggregate channel model |h(Uj)|2 :=

∑κ
k=1 |hk(Uj)|2

when maximum ratio combining is used. If we let the uncor-
related channels have equal average received powers so that
P (Uj)E[|hk(Uj)|2] = P0/κ, the channel distribution fγN (γN )
is chi-square with 2κ degrees of freedom. To fully characterize
this distribution we repeat steps (11) - (19) to obtain the per-
path average SINR

γ̄(N, κ) := S
1/κ

N0/P0 + N−1 + (κ− 1)/κ
, (36)

where in the denominator, the term N0/P0 comes from the
AWGN, the term N − 1 from the interference from other
terminals and the term (κ− 1)/κ from the (self-)interference
of the remaining κ − 1 paths of the same terminal. The
corresponding aggregate SINR is given by γ̄N := κγ̄(N, κ)
and the average PEP Pκ

e (γ̄N ) can be found from (35) with
fγN (γN ) modified accordingly [14, sec. 14.4].

A particularly important fact for the present work is that
if κ → ∞ in the κ-order diversity channel, then the channel
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Fig. 3. High-order diversity closes the enormous gap between the perfor-
mance of RA over wireless Rayleigh fading channels with respect to wireline
AWGN channels (J = 128, S = 32, L = 1024, 215/255 BCH code capable
of correcting t = 5 errors).

|h(Uj)|2 approaches an AWGN channel. Indeed,

lim
κ→∞

P (Uj)|h(Uj)|2 = lim
κ→∞

κ
1
κ

κ∑

k=1

P (Uj)|hk(Uj)|2 = P0,

(37)
where the limit follows from E[|hk(Uj)|2] = P0/κ and the
strong law of large numbers. But (37) implies that |h(Uj)|2
converges to a constant which by definition leads to an AWGN
channel. We can now take the limit in (36) to obtain

lim
κ→∞

κγ̄(N, κ) =
S

N0/P0 + N
= γ̄N+1. (38)

And combine (38) with (37) to claim that as the diversity
order κ →∞, the PEP P∞e (γ̄N ) := limκ→∞ Pκ

e (γ̄N ) of this
∞-order diversity channel approaches the PEP of a Gaussian
channel with a (in most cases small) increase in SINR; i.e.,
P∞e (γ̄N ) = PG

e (γ̄N+1).
For each of the channels considered, we depict in Fig. 3

the normalized throughput as a function of the transmission
probability p. It comes as no surprise that the MST over
a wireless (Rayleigh) channel is miserable, being almost an
order of magnitude smaller than the MST of the wireline
AWGN channel. Corroborating the implications of (37), this
sizeable gap can be closed by diversity techniques, as hinted
by the twofold increase observed with 2-order diversity and
the close-to-AWGN MST enabled with 8-order diversity. We
summarize this important observation in the following remark.

Remark 2 For a given ECC, let ηG(J,N0/P0, S, p) and
ηκ(J,N0/P0, S, p) be the throughput over an AWGN chan-
nel and a κ-order diversity channel, respectively. Defin-
ing the throughput over an ∞-order diversity channel as
η∞(J,N0/P0, S, p) := limκ→∞ ηκ(J,N0/P0, S, p) we can
write [c.f. (19), (37) and (38) ]

η∞(J,N0/P0, S, p) = ηG(J,N0/P0 + 1, S, p). (39)

This also implies the same relation between MSTs and asymp-
totic MSTs, η∞∞(N0/P0, S) = ηG

∞(N0/P0 + 1, S), a fact
that we will exploit later on in pertinent remarks. With the
SNR before spreading being N0/P0 À 1 for usual values
of SNR and S, we deduce that (39) entails almost identical
throughputs.

To characterize the diversity advantage in the ensuing sections
without resorting to a specific transmission/reception scheme,
we introduce the following definition.

Definition 3 In the family of PEP functions {Pκ
e (γ̄N )}κ∈N,

Pκ
e (γ̄N ) represents the PEP for a κ-order diversity channel

when the SINR is γ̄N := κγ̄(N, κ) with γ̄(N, κ) as in (36).
Specifically, Pκ

e (γ̄N ) maps the average SINR to the average
PEP for terminals with κ transmit antennas so that the informa-
tion bearing signal is transmitted over κ independent Rayleigh
channels {hk(Uj)}κ

k=1 with equal powers P (Uj)hk(Uj) =
P0/κ via user and antenna-specific PN delays τUj ,κ.

An example of the family {Pκ
e (γ̄N )}κ∈N is the one generated

by BCH codes and described by (34) - (36). While in deriving
these equations we used the Gaussian model of interference
this assumption is not strictly necessary for our claims as we
discuss in the following remark.

Remark 3 In deriving (17) we modelled the interference plus
noise term

∑N−1
j=1 I(l;UN → AP ; Uj) + ñ(l) in (11) as a

Gaussian random variable independent for different values of
l. This approximation was later used in this section to derive
the PEP expressions (34) and (35). The Gaussian model of
interference is often accurate in practice; more generally (and
perhaps more importantly) though, Proposition 1 as well as
other results derived in the ensuing sections are true regardless
of this assumption. Indeed, what is relevant for our results
is the existence of the family {Pκ

e (γ̄N )}κ∈N in Definition
3. Clearly, Pκ

e (γ̄N ) can be defined in terms of the exact
correlation of

∑N−1
j=1 I(l; UN→AP ; Uj) + ñ(l) for different

values of l. Note that if the interference plus noise is not
modelled as independent for different bits l, Pκ

e depends on
higher moments of the interference plus noise distribution and
its characterization requires knowledge of N , S and Po/No.
In our context of iid Rayleigh normalized channels, Pκ

e (γ̄N )
is in fact a function of only γN , N , S and Po/No. Since these
three parameters are fixed throughout, we will write Pκ

e (γ̄N )
as a function of γN only and keep the rest implicit for brevity
as in Definition 3. Also, even though the relation in (39) does
not hold true without the Gaussian assumption, P∞e (γ̄N ) =
PG

e (γ̄N+1) still does. Moreover, as can be easily verified
by simulations, η∞(J,N0/P0, S, p) ≈ ηG(J,N0/P0, S, p) as
noted in Remark 2.

The present section has established that diversity offers the
potential for a large throughput increase in RA networks; the
point is, of course, whether and how this diversity can be
enabled. This is the theme we deal with in the next section,
where we explore the suitability of user cooperation to enable
high order diversity in random access networks.
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IV. OPPORTUNISTIC COOPERATIVE RANDOM ACCESS

Because users transmit at random in RA networks a number
of users remain idle over any given slot. Moreover, the
transmission probability pmax that achieves MST decreases
as J increases and the percentage of temporarily idle users
that do not transmit in a given slot increases. This implies
that a large number of potential cooperators (idle users) are
available per active user and motivates user cooperation as a
suitable diversity enabler for wireless RA.

Indeed, this large number of potential cooperators suggests
a high probability of some of them having a good signal
reception of any given user. The Opportunistic Cooperative
Random Access (OCRA) protocol introduced in this section
exploits this potential advantage since it relies on idle users
with good reception opportunities. OCRA is a two-phase
protocol as described in Section II-A and is defined by the
following operating conditions; see also Fig. 4.
[S0] Let κ be a constant limiting the maximum achievable

diversity. The period of the PN spreading code c(t) is
chosen to be P = κT + 1.

[S1] At the beginning of each slot, if Uj’s queue is not empty,
Uj enters phase-A with probability p and moves the first
packet in the queue, dUj := {dUj (l)}L−1

l=0 , to a single-
packet buffer that we term phase-A buffer.

[S2] Phase-A: When in phase-A, we say that Uj ↔ Aj is
an active-A user and transmits a packet spread according
to (9) with PN-shift and power given by [c.f. [R2]]

τAj = 0, P (Aj) = ρP0‖Aj‖α/ξ, (40)

with ρ ∈ (0, 1). Notice that the PN shift is determin-
istically chosen and the transmission power is so that
the packet is received at the AP with fractional power
ρP0. A random integer, τBj ∼ U [1, T ], uniformly chosen
over [1, T ] is included in the packet header to coordinate
PN-shifts during phase-B. Let this transmitted packet be
denoted as xAj := {xAj (t)}T−1

t=0 .
[S3] Phase-A handshake: Any idle user Ik that successfully

decodes xAj becomes a cooperator Ik ↔ Ck
j and places

dUj in a single-packet buffer designated for cooperation
purposes. This successful decoding is acknowledged to
Aj who collects a total of Kj acknowledgments and
feeds forward the number Kj to the cooperators. Similar

to e.g., [2], [8], [13] this handshake is assumed to be
instantaneous and error free.

[S4] User Uj enters phase-B in the slot immediately after
entering phase-A.

[S5] Phase-B: Let Cj = {Ck
j }Kj

k=0 be the set of cooperators as
defined in Section II-A comprising C0

j = Bj ↔ Uj and
the Kj cooperators recruited in phase-A. Each of the Ck

j

transmits the packet dUj spread according to (9) using

τCk
j

= τBj
+τkT, P (Ck

j ) =
P0

Kj + 1
‖Ck

j ‖α/ξ,

(41)
with τBj the number received in phase-A’s packet header,
and the integer τk ∼ U [0, κ−1]. The power scaling is so
that the total received power at the destination is P0. Let
xCk

j
:= {xCk

j
(t)}T−1

t=0 denote these transmitted packets.
The number of cooperators Kj will be henceforth termed
the “cooperation order” of Bj and the number κj of PN
shifts chosen by at least one cooperator will be called the
“diversity order” of Bj .

[S6] AP acknowledgement: If the superposition of phase-B
packets corresponding to Bj is successfully decoded, the
AP acknowledges this event through a feedback channel.
If an acknowledgement is not received, the packet dBj is
placed back in Bj’s queue. The cooperators discard this
packet in any event.

[S7] Idle operation: When not transmitting, Uj ↔ Ij corre-
lates the received signal with {c(t)}T−1

t=0 to detect phase-
A packets transmitted by other (nearby) users.

OCRA is a formal description of the two-phase protocol
outlined in Section II based on the opportunistic exploitation
of nearby users that happen to have a favorable signal recep-
tion of a given user. Phase-A is defined in rule [S2] by which
Uj becomes the active-A user Aj and transmits xAj with low
power so as to reach nearby users while not interfering with
the AP, this last situation requiring ρ ¿ 1. Phase-B is defined
by rule [S5] in which the packet is transmitted with κj-order
diversity by Uj ↔ Bj plus Kj cooperators corresponding to
the Kj idle users that successfully decoded Uj’s transmission
during phase-A. Note that the opportunistic nature of the
protocol manifests in the random diversity order κj which
depends on the number Kj of cooperators recruited and the
random selection of shifts τk used by these cooperators. Let
us also recall that user devices are half-duplex and can decode
a single packet per slot when not transmitting.

Rules [S1], [S4] and [S6] govern the transition between idle
and active-A/B states. The transition from idle to active-A
happens with probability p as per [S1]; after entering phase-
A, the user proceeds deterministically to phase-B in the first
upcoming slot ([S4]), and in most cases back to idle in the
second one ([S6]). A lost packet does not alter this transition
but only determines whether the packet is put back in queue
or not. Also, [S6] dictates that cooperators do not keep track
of acknowledgements discarding Bj’s packet regardless of the
transmission success. OCRA’s complete transition diagram is
slightly more involved due to the possibility of concurrent
events. While most transitions are between idle and cooperator
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states and around the cycle idle to active-A to active-B to idle,
other transitions and mixed states are also possible. Indeed,
there is a chance for e.g., a user to be active-A and active-B
in the same slot, or active-A and cooperator; also, instead of
moving from active-B to idle we can move back to active-A
if we independently choose to transmit a different packet. The
complete transition diagram is shown in Fig. 5.

Rules [S0], [S3] and [S7] guarantee logical consistency of
the protocol. According to [S0], the number of possible PN
shifts is increased with respect to non-cooperative SSRA to
enable the PN shift selection rule in phase-B [c.f. (41)]; [S3]
disseminates the number of cooperators recruited to allow
proper power scaling during phase-B as required by (41); and
[S7] ensures that idle users are listening for phase-A packets.

A delicate issue in OCRA’s description is the use of PN
shifts, that is judiciously chosen to satisfy two requirements
that we summarize in the following remark.

Remark 4 The PN shifts during phases A and B are selected
in order to:

[a] Facilitate decoding of phase-A’s packet by idle users.
Indeed, since phase-A packets use a fixed shift (τAj = 0),
the idle users just need to correlate with a fixed sequence.

[b] Let the AP combine different cooperative copies of the
same packet. If τBj1

6= τBj2
, then τ

C
k1
j1

6= τ
C

k2
j2

∀k1, k2,
as can be seen from (41). Thus, if

τ
C

k1
j1

− τ
C

k2
j2

= κ0T (42)

for some integer κ0 ∈ [0, κ− 1], then either the packets
contains the same information, i.e., j1 = j2, or a hard
collision occurred i.e. τBj1

= τBj2
.

Depending on their distances to the AP any user Uj ex-
periences a propagation delay ωUj , so that if the latter is
measured in chips, the PN shifts at the AP are perceived as
τUj + ωUj . While for SSRA propagation delays only add a
random quantity ωUj to the already random τUj , the remark
in [b] is no longer valid for OCRA once we account for the
propagation delay ωCk

j
. A simple solution used in e.g., the

IS-95 standard [1], is to restrict the set of allowed shifts to
a subset so that the difference in PN shifts is always larger

than the maximum propagation delay, i.e., τUj1
− τUj2

>
max[1,J]{ωUj

}.

Remark 4 is important in practice. A third consequence of
the selection of PN shifts having theoretical as well as practical
significance is given in the following proposition.

Proposition 2 Given a slot with NB active-B users, OCRA’s
hard collision probability (see Definition 1-[a]) for any refer-
ence user Bj1 is

PHC(NB) = 1−
(

1− 1
T

)NB−1

, (43)

independently of the number of active-A users and coopera-
tors’ sets.

Proof: To evaluate this probability, note that τ
C

k1
j1

= τ
C

k2
j2

can
happen in two circumstances. The first is j2 = j1, in which
case τk2 = τk1 leads to τ

C
k2
j2

= τ
C

k1
j1

according to (41). But in
this case, both packets contain the same information and this
is not a collision but just lost diversity2 [c.f. Remark 4-[b]].

The second is τBj2
= τBj1

for j2 6= j1, in which
case according to Remark 4-[b] the packets are combined as
belonging to the same user. Thus, the hard collision event HC
is equivalent to

HC =
⋃

j2 6=j1

{
τBj1

= τBj2

}
. (44)

Taking probabilities in (44) yields the expression

PHC(NB) = 1−
NB∏
j2=1

j2 6=j1

Pr
{
τBj1

6= τBj2

}
. (45)

But since the shifts τBj2
are chosen uniformly and indepen-

dently in [1, T ], we find that Pr
{
τBj1

6= τBj2

}
= (1− 1/T )

and (43) follows.

Comparing (22) with (43), we deduce that hard collisions
in OCRA happen with exactly the same frequency as in
non-cooperative SSRA. This is a design goal made possible
by the increase in the PN sequence period P as per [S0].
Certainly, this period cannot be made arbitrarily large since it
must satisfy P ≤ 2S , [6], effectively limiting the maximum
achievable diversity order of OCRA to

κ =
2S − 1

T
. (46)

Notice though that since in general 2S/T À 1, the constraint
in (46) is not severe in practice.

To wrap up this section, let us look at OCRA from the
perspective of a terminal; see also Fig. 6. Each terminal
maintains three separate transmission chains: the first one
for the transmission of phase-A packets, a second one for
the transmission of phase-B packets and a third one for
the transmission of cooperative packets. The phase-A chain

2This requires noting that the sum of two normal random variables is also
normally distributed so that the fading of the “combined” diversity path is
also Rayleigh; see also (52).
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is used with probability p ([S1]) and is fed with packets
from the terminal’s queue. If the user was in phase-A during
the previous slot then it enters phase-B in the current one,
activating the second transmission chain to transmit the packet
stored in the phase-A buffer. The third chain is used when
cooperating with other users and is activated whenever a
packet is successfully decoded during the idle state.

The terminal can use more than one chain simultaneously,
if it decides to enter phase-A in two consecutive slots, or, if
it decodes another terminal’s packet in the slot immediately
before entering phase-A. Interestingly, not all the chains can
be used simultaneously. As we can see from Fig. 5 mixed
states include active-A plus cooperator and active-A plus
active-B. Mixed states including active-B and cooperator never
happen since this would require decoding a packet (to become
cooperator) and being active-A (to become active B) in the
previous slot. This is impossible for half-duplex terminals and
consequently the active-B and cooperation chains are never
used simultaneously.

Remark 5 This multi-transmission ability ensures that at any
given time the random variables NA and NB are not only
independent of each other but also that their distribution is not
affected by the cooperation among users. Assuming a saturated
system, we have that NA and NB follow binomial distributions
with parameters J and p; i.e.,

Pr{NA = n} = Pr{NB = n} =
(

J

n

)
pn(1− p)J−n. (47)

Beyond a saturated system, this expression is also valid for
the dominant system (see Section V). Finally, note that if Uj

enters phase-A while being active-B or cooperator, it will fail
in recruiting cooperators with high probability due to the self
interference from high-power phase-B packets to low-power
phase-A packets. This rather undesirable situation should be
avoided in practice, but is allowed here to ensure independence
between NA and NB .

A. Packet transmission and reception

The first problem we consider is signal transmission and
reception in OCRA to abide by [S0]-[S7]. There are two signal
reception instances in OCRA that we have to study. One is
the detection of phase-A packets by nearby idle users and

the other one is the detection of the cooperative transmission
of phase-B packets. If we call dAj

= {dAj
(l)}L−1

l=0 the unit-
power information packet of the active-A user Aj , then the
corresponding transmitted packet xAj

is constructed according
to [S2] with entries

xAj (Sl + s) =
√

P (Aj) dAj
(l)c(Sl + s), (48)

l ∈ [0, L− 1], s ∈ [0, S − 1],

where we used τAj = 0 and P (Aj) is given by (40). Likewise,
if dBj

= {dBj
(l)}L−1

l=0 is the packet of the active-B user Bj ,
the packet transmitted by a given cooperator Ck

j is constructed
according to [S5] and given by

xCk
j
(Sl + s) =

√
P (Ck

j )dBj
(l)c(Sl + s− τCk

j
), k ∈ [1,Kj ]

(49)

with τCk
j

and P (Ck
j ) as in (41).

We first analyze the reception of a packet from a reference
active-B user Bj0 . For that matter, let the received block at
the AP be z = {z(t)}T−1

t=0 whose components are given by

z(Sl + s) =
NB∑

j=1

dBj (l)
Kj∑

k=0

√
P (Ck

j ) h(Ck
j )c(Sl + s− τCk

j
)

+
NA∑

j=1

√
P (Aj) h(Aj)dAj (l)c(Sl + s) + n(Sl + s)

(50)

that is, the superposition of the cooperative NB active-B
transmissions, the NA low power active-A transmissions and
the receiver noise.

Let us focus on the detection of any one of the diversity
paths of Bj0 ’s communication say the one with PN-shift
τBj0 ,κ0 := τBj0

+ κ0T . Since according to [S5] this shift
is chosen by a random number of cooperators, we define the
number of Bj0 ’s cooperators that chose this shift as

N(Bj0 , κ0) := #{Ck
j0 ∈ Cj0 s.t. τk = κ0} := #(Cκ0

j0
) (51)

where the cardinality operator # represents the number of
elements in a set. Since the packets xCk

j0
of all cooperators

in the set Cκ0
j0

share the PN shift τBj0
− κ0T , they are

indistinguishable at the AP. Thus, all cooperators in Cκ0
j0

in (51) appear as a single path to the AP with composite
Rayleigh fading coefficient

h(Cκ0
j0

) :=
∑

k:τk=κ0

P (Ck
j0)h(Ck

j0). (52)

Note that being a sum of complex Gaussian random variables,
h(Cκ0

j0
) is also complex Gaussian and the composite fading is

also Rayleigh.
To recover the path Cκ0

j0
, the AP compensates for the

random phase by multiplying with the normalized composite
channel conjugate h∗n(Cκ0

j0
) := h∗(Cκ0

j0
)/|h(Cκ0

j0
)| and de-

spreads with the proper PN shift. This yields the decision
vector rC

κ0
j0

= {rC
κ0
j0

(l)}L−1
l=0 with entries

rC
κ0
j0

(l) = h∗n(Cκ0
j0

)
1
S

S−1∑
s=0

z(Sl + s)c(Sl + s− τBj0
− κ0T ).

(53)
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If a hard collision does not occur, then τBj0
6= τBj ∀ j 6= j0

and straightforward manipulations (see Appendix A.1) yield
the per-path SINR as:

SINR(Bj0 , κ0) :=
E2[rC

κ0
j0

(l)]

var[rC
κ0
j0

(l)]
(54)

= S
N(Bj0 , κ0)/(Kj0 + 1)

(NB−1) +
(
1− N(Bj0 ,κ0)

Kj0+1

)
+ ρNA + N0/P0

.

Coherent combining of these κj paths leads to diversity order
κj , with the PEP determined by the SINR(Bj0 , κ0) given by
(54) for all the shifts κ0 ∈ [0, κ]. Note that the denominator of
SINR(Bj0 , κ0) in (54) contains a term (NB−1)P0 accounting
for the interference from other active-B users, a term [1 −
N(Bj0 , κ0)/(Kj0 + 1)]P0 accounting for the self-interference
of other paths of the same communication Bj0 → AP and a
term ρNAP0 for the active-A users’s interference.

Remark 6 The analysis in this section should clarify the
difference between cooperation order and diversity order as
defined in [S5]. Note that κj is indeed the diversity order of
the Bj → AP link, since the number of uncorrelated Rayleigh
channels is precisely κj . In that regard, OCRA’s diversity
depends not only on the number of cooperation order Kj – as
usual in most cooperative protocols – but also on the (random)
selection of PN shifts by the user in Cj .

The other reception instance is that of idle users decoding
active-A transmissions. Consider the received vector at the idle
user Ii denoted by zIi = {zIi(t)}T−1

t=0 with entries

zIi(Sl+s) =
NB∑

j=1

Kj∑

k=0

√
P (Ck

j )h(Ck
j , Ii)dBj (l)c[Sl + s− τCk

j
]

+
NA∑

j=1

√
P (Aj)h(Aj , Ii)dAj (l)c(Sl+s)+n(Sl+s).

(55)

In this case, we focus on decoding the reference active-
A user U0 = ANA . To construct the pertinent decision
variable, we have to compensate for fading by multiplying
with h∗n(U0, Ii) := h∗(U0, Ii)/|h(U0, Ii)| and despreading
with c(t). Letting rIi = {rIi(l)}L−1

l=0 be the decision vector,
we have

rIi(l) = h∗n(U0, Ii)
1
S

S−1∑
s=0

zIi(Sl + s)c(Sl + s). (56)

As we did for the AP, we can obtain the mean and variance of
rU0(l) (see Appendix A.2), and from there SINRi

0, the SINR
at idle user Ii for the signal of U0. Its inverse is given by

(SINRi
0)
−1 :=

var[rIi(l)]
E2[rIi(l)]

= S−1
NB∑

j=1

Kj∑

k=0

P (Ck
j → Ii)

P (U0 → Ii)

+
NA−1∑

j=1

P (Aj → Ii)
P (U0 → Ii)

+ S−1 N0

P (U0 → Ii)

(57)

where the powers P (Uj → Ii) for the different users are
obtained from the path loss model in (3).We remark that the
interference from other active-A users is not reduced by the
spreading gain, but (hopefully) by spatial separation.

The SINR in (57) determines the probability of Ii becoming
a cooperator of U0, and as such, it is an important metric
of OCRA that we will study in Section VI. But before
that, we will introduce our main result pertaining to OCRA’s
throughput.

V. OCRA’S THROUGHPUT

Mimicking the steps we followed for the non-cooperative
SSRA protocol in Section III, we can try to evaluate the
aggregate throughput of OCRA. The hard collision probability
coincides with the non-cooperative SSRA protocol and is
given by Proposition 2. The soft collision probability, on the
other hand, depends on both the number of active-A and
active-B users and is given by [c.f. (23)]

PSC(NA, NB) = Pe(NA, NB)[1− PHC(NB)], (58)

with Pe(NA, NB) a function that maps the number of active-A
and active-B users to the average PEP.

Using (58), we can compute the packet success prob-
ability conditioned on the number of interferers, namely
Ps(NA, NB) := 1 − PHC(NB) − PSC(NA, NB)). Using the
latter and (43), (58) we find

Ps(NA, NB) =
(

1− 1
T

)NB

[1− Pe(NA, NB)]. (59)

Averaging (59) over the joint distribution of (NA, NB) and
considering the average departure rate definition in (25), we
find

µOCRA = p

J−1∑
nB=0

Pr{NB = nB}
(

1− 1
T

)nB

(60)

×
J∑

nA=0

Pr{NA = nA}[1− Pe(nA, nB + 1)]

were we used the independence of NA and NB discussed in
Remark 5. For a saturated system, the probabilities Pr{NB =
nB} and Pr{NA = nA} are binomially distributed as in (47).
This motivates introduction of the dominant system obtained
after replacing [S1] with:
[S1’] At the beginning of each slot, Uj enters phase-A with

probability p and moves the first packet in its queue,
dUj := {dUj (l)}L−1

l=0 , to the phase-A buffer. If Uj’s
queue is empty, it moves a dummy packet.

This modification renders the departure process stationary and
we can claim, as we did in the proof of Proposition 1, that
ηOCRA = JµOCRA, with µOCRA given as in (60).

The difficulty in evaluating OCRA’s throughput is cocooned
in the function Pe(NA, NB). This function depends on the
diversity order κj , which depends on the number of co-
operators Kj recruited during phase-A; while in theory we
could compute Kj’s distribution and from there Pe(NA, NB),
this turns out to be analytically intractable and motivates the
asymptotic approach of the next section.
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A. OCRA’s asymptotic throughput

Since OCRA’s throughput ηOCRA(J,N0/P0, S, κ, p, ρ) de-
pends also on (κ, ρ), it is convenient to differentiate the MST
(as defined in (32)) depending on whether we optimize over
ρ or not. If we consider ρ fixed, we define the ρ-conditional
MST as:

ηOCRA
max (J,N0/P0, S, κ|ρ)=max

p

{
ηOCRA(J,N0/P0, S, p, κ, ρ)

}

(61)
with the maximum achieved at pmax(ρ) = arg maxp(η). If
we jointly optimize over (p, ρ), we define the MST as:

ηOCRA
max (J,N0/P0, S, κ) = max

p,ρ

{
ηOCRA(J,N0/P0, S, p, κ, ρ)

}

(62)
with the maximum achieved at (pmax, ρmax) =
arg max(p,ρ)(η). We adopt this second definition as the
one equivalent to the non-cooperative SSRA MST defined
in (32).

Having made this distinction, we can introduce the main
results of this paper in the following two theorems.

Theorem 1 Consider the OCRA dominant system defined
by rules [S0], [S1’] and [S2]-[S7] operating over a fading
channel; and functions ρ = ρ(J) and K = K(J) such that
limJ→∞ ρ = 0 and limJ→∞K = ∞. Let Cj := {Ck

j }Kj

k=1 be
the set of cooperators of the active-B user Bj for j ∈ [1, NB ].
If

[h1] limJ→∞(ρ2/αJ/K) = ∞, with α being the pathloss
exponent in (3); and

[h2] the transmission probability p = pmax(ρ) is chosen to
achieve the MST given ρ;

then
lim

J→∞
Pr{Kj ≥ K/2, ∀j} = 1. (63)

Proof: See Section VI-B.
Theorem 1 establishes that every active-B user is receiving

cooperation by at least K/2 users; moreover, as long as the
convergence rates of ρ(J) and K(J) satisfy [h1] the coop-
eration order Kj becomes arbitrarily large while the active-
A transmitted power becomes arbitrarily small. Consequently,
the seemingly conflicting requirements of recruiting an infinite
number of cooperators with a vanishingly small power are
compatible as J →∞ implying that very large diversity orders
are achievable by OCRA. A by-product of this comment leads
to the following result.

Theorem 2 For any κ ≤ (2S − 1)/T , the asymptotic MST of
OCRA operating over a Rayleigh fading channel ηOCRA

∞ and
the asymptotic throughput of non-cooperative random access
over a κ-order, diversity channel ηκ

∞ are equal; i.e.,

lim
J→∞

ηOCRA
max (J,N0/P0, S, κ) := ηOCRA

∞ (N0/P0, S, κ)

= ηκ
∞(N0/P0, S). (64)

Proof: For each value of J , choose (K, ρ, p) according to
the conditions of Theorem 1. With its hypotheses satisfied,
Theorem 1 states that for any active-B user we can map an
arbitrarily large (Kj > K/2) number of cooperators to a finite

number of PN shifts κ. Accordingly, the number of elements
in the set Cκ0

j in (51) satisfies

lim
J→∞

N(Bj , κ0)
Kj + 1

= 1/κ, ∀ κ0 ∈ [1, κ], (65)

due to the law of large numbers. Using (65) and limJ→∞ ρ =
0, the per path SINR in (54) reduces to

lim
J→∞

SINR(Bj , κ0) = S
1/κ

NB − 1 + (1− 1/κ) + N0/P0

:= γ̄(NB , κ). (66)

Eq. (66) is, in part, a manifestation of the fact that as J →∞,
the active-A users transmit with negligible power. But note that
(66) is identical to the per-path SINR in a κ-order diversity
channel [c.f. (36)], and because it is valid for every active-B
user Bj and every shift κ0 we infer that

lim
J→∞

Pe(NA, NB) = Pκ
e (κγ̄(NB , κ)), (67)

with Pe(NA, NB) the function determining PSC(NA, NB)
in (58) and Pκ

e (κγ̄(NB , κ)) = Pκ
e (γ̄NB

) the corresponding
member of the family of functions introduced in Definition 3.

Even though computing Pe(NA, NB) is intractable, we can
find its limit as J → ∞; moreover, in the limit Pe(NA, NB)
is a function of NB only, and we can compute the limit of the
average departure rate in (60) as

lim
J→∞

µOCRA
max = pmax

J−1∑
nB=0

(
J − 1
nB

)
pnB
max(1− pmax)J−1−nB

×
(

1− 1
T

)nB

[1− Pκ
e (κγ̄(NB , κ))]

(68)

This is identical to the expression (28) of Proposition 1 when
the channel is a κ-order diversity channel establishing that
limJ→∞ JµOCRA

max = ηκ
∞(N0/P0, S). To complete the proof,

we invoke the same argument used in Proposition 1 about the
dominant system to claim that

ηOCRA
∞ (N0/P0, S, κ) := lim

J→∞
ηOCRA
max (J,N0/P0, S, κ)

= lim
J→∞

JµOCRA
max

= ηκ
∞(N0/P0, S). (69)

The first equality follows form the definition of asymptotic
throughput in (64), the second from the dominant system
argument, and the last one by comparing (68) with (28).

Theorem 2 is the main result of this paper effectively stating
that very high diversity orders are achievable by OCRA.
Notice that the only constraint κ ≤ (2S − 1)/T , is not very
restrictive in practice since we are interested in achieving
diversity orders of no more than a few units and 2S/T À 1.
Thus, it is fair to recall Remark 2 and assert that

ηOCRA
∞ (N0/P0, S, κ) = ηκ

∞(N0/P0, S) ≈ ηG
∞(N0/P0, S),

(70)
with κ sufficiently large.

Surprisingly, user cooperation can improve the network
throughput to the point of achieving wireline-like throughput
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in a wireless RA environment. This is a subtle but signifi-
cant difference relative to point-to-point user cooperation in
fixed access networks, where the diversity advantage typically
comes at the price of bandwidth expansion [9], [21].

VI. ON THE ASYMPTOTIC BEHAVIOR OF OCRA

In this section, we will show that Theorem 1 is a con-
sequence of the spatial distribution of users. We will first
consider a particular snapshot of an OCRA system with
arbitrarily large NI but fixed NA and NB , and study the
distance ratios that determine the SINR (Lemma 2). From
there, we prove that if [h1] in Theorem 1 is true, then every
I
(k)
0 with k ≤ K correctly decodes U0’s phase-A packet

almost surely (Theorem 3). We will then establish that with
high probability, the numbers of users NA, NB , and NI in
OCRA behave like the numbers of this particular snapshot
(Lemma 3) from where Theorem 1 will follow.

A. A network snapshot

We consider in this subsection a fixed access network
corresponding to a snapshot of the OCRA dominant system
operating under [S0], [S1’] and [S2]-[S7]. In this fixed access
network, NA and NB are fixed but the number of idle users
NI → ∞. The problem we are concerned with is that of the
reference active-A user U0 trying to communicate with the idle
users in I. For each member of I, the detection probability is
determined by the SINR. If we let SINR(k)

0 be such a metric
at the kth closest to U0 idle user, we have

(SINR(k)
0 )−1 := S−1

NB∑

j=1

Kj∑

k=0

P (Ck
j → I

(k)
0 )

P (U0 → I
(k)
0 )

(71)

+
NA−1∑

j=1

P (Aj → I
(k)
0 )

P (U0 → I
(k)
0 )

+
N0

P (U0 → I
(k)
0 )

which is obtained by setting Ii = I
(k)
0 in (57). The first sum

in (71) corresponds to the NB active-B users, the second sum
to the NA active-A users, and the third term accounts for the
receiver noise. The upper limit NA − 1 of the second sum
follows from the convention U0 = ANA .

To relate power terms in (71) with corresponding distances,
let us consider first the (interfering) power received at Ik

0

from Bj’s communication which involves the set of Kj + 1
cooperators Cj = {Ck

j }Kj

k=0:

P (Bj→I
(k)
0 ) :=

Kj∑

i=0

P (Ci
j → I

(k)
0 )=

1
Kj + 1

Kj∑

i=0

P0‖Ci
j‖α

‖Ci
j−I

(k)
0 ‖α

(72)

where the second equality comes from the path loss model
in (3) and the average power control enacted by [S5]. Less
severe but not negligible interference is received from active-
A users; for a specific Aj , we have

P (Aj → I
(k)
0 ) =

ρP0‖Aj‖α

‖Aj − I
(k)
0 ‖α

. (73)

Remembering that U0’s phase-A power is ρP0‖U0‖α/ξ (so
that it is received at the AP with power ρP0), the signal power
received at I

(k)
0 is P (U0 → I

(k)
0 ) = ρP0‖U0‖α/‖U0−I

(k)
(0) ‖α,

and we obtain [c.f. (71), (72), and (73)]

(SINR(k)
0 )−1 =

1
Sρ

NB∑

j=1

Kj∑

i=0

1
Kj + 1

‖Ci
j‖α‖U0 − I

(k)
0 ‖α

‖U0‖α‖Ci
j − I

(k)
0 ‖α

+
NA−1∑

j=1

‖Aj‖α‖U0 − I
(k)
0 ‖α

‖U0‖α‖Aj − I
(k)
0 ‖α

+
N0

ρP0

‖U0 − I
(k)
0 ‖α

‖U0‖ .

(74)

The SINR expression in (74) determines the probability that
a packet transmitted by U0 with reduced power (ρ ¿ 1) is
received correctly at the kth closest to U0 idle user. We would
prefer ρ → 0 so that the interference added to the AP in (54)
is negligible, and we want k → ∞ so that the cooperation
order grows large. As commented before, it will turn out that
these seemingly conflicting requirements are compatible for
NI sufficiently large.

To establish this we need to establish two lemmas; the first
one concerns the cumulative distribution function (CDF) of
the distance between any two users.

Lemma 1 If users are uniformly distributed in a disc of radius
R, Uj denotes an arbitrary user (idle, active-A or active-B),
and F (r) := Pr{‖Uj − U0‖ < r|U0}, then F (r) = 0 for
r < 0, and

min
{

r2

4R2
, 1

}
≤ F (r) ≤ min

{
r2

R2
, 1

}
, for r > 0. (75)

Proof: See Appendix A.
Since users are uniformly distributed within a circle, their

distance ‖Uj‖ to the AP follows a quadratic CDF as asserted
by (1). Lemma 1 establishes that their distance to any point,
in this case to the reference user U0, has a CDF that is lower
and upper bounded by a parabola.

This result is useful in establishing that some pertinent
distance ratios are becoming arbitrarily large, as we quantify
in the next lemma.

Lemma 2 With NI denoting the number of idle users,
consider a function ρ = ρ(NI) that determines the
phase-A fraction of power and a function K = K(NI)
such that limNI→∞ ρ = 0, limNI→∞K = ∞ and
limNI→∞(ρ2/αNI/K) = ∞. Then, for arbitrary K > 0, the
events

e1(NI ,K) := {‖U0‖ > (K/ρ1/α)‖I(K)
0 − U0‖} (76)

e2(NI ,K) := {‖B(1)
0 − U0‖ > (K/ρ1/α)‖I(K)

0 − U0‖} (77)

e3(NI ,K) := {‖A(1)
0 − U0‖ > K‖I(K)

0 − U0‖} (78)

have probability 1 as the number of idle users NI →∞; i.e.,

lim
NI→∞

Pr{el(NI ,K)} = 1, l = 1, 2, 3. (79)

Proof: See Appendix B.
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If we let
p−→ denote convergence in probability, Lemma 2

implies that the distance ratios satisfy

ρ1/α‖U0‖
‖I(K)

0 − U0‖
,

ρ1/α‖B(1)
0 − U0‖

‖I(K)
0 − U0‖

,
‖A(1)

0 − U0‖
‖I(K)

0 − U0‖
p−→∞,

(80)
for every ρ and K satisfying the conditions of Lemma 2.

Intuitively, U0’s phase-A transmission will not be correctly
decoded by I

(K)
0 when compared to the distance ‖I(K)

0 −U0‖,
either because I

(K)
0 is close to an active-B user, or close to

another active-A user, or, because U0 is close to the AP. In the
first two cases, the interference will be too high, and in the
third case the signal will be too weak (being close to the AP,
the power P (U0) is small because of [S2]). The importance of
Lemma 2 is in establishing that all these events happen with
vanishing probability and points out to the almost certainty of
I
(K)
0 decoding U0’s phase-A transmission successfully. This

is formally asserted in the following theorem.

Theorem 3 Consider a set of NA active-A users, A :=
{Aj}NA

j=1; a set of NI idle users, I := {Ij}NI
j=1; and a set of

NB active-B users, B := {Bj}NB
j=1, each receiving cooperation

from a set of Kj idle users, Cj := {Ck
j }Kj

k=1. Let U0 = ANA

be a reference user, I
(k)
0 be the kth closest to U0 idle user

and C0 := {Ck
0 }K0

k=0 be the set of idle users that decode U0’s
phase-A packet correctly (called U0’s cooperators). If

[h1] the functions ρ = ρ(NI) and K = K(NI) satisfy
limNI→∞ ρ = 0 and limNI→∞K = ∞;

[h2] convergence rates are such that
limNI→∞(ρ2/αNI/K) = ∞; and

[h3] the transmitted powers are P (Ck
j ) =

P0‖Ck
j ‖α/[ξ(Kj + 1)], P (Aj) = (ρP0/ξ)‖Aj‖α

and P (U0) = (ρP0/ξ)‖U0‖α;
then

[a] as NI → ∞, the ratio of distances between Bj and
its farthest cooperator C

(Kj)
j and the distance between

Bj and the AP converges to 0 in probability; i.e.,

lim
NI→∞

Pr

{
‖Bj − C

(Kj)
j ‖

‖Bj‖ < ε

}
= 1, ∀ ε > 0 (81)

[b] for every k ≤ K, the event that I
(k)
0 becomes a

cooperator is asymptotically almost sure; i.e.,

lim
NI→∞

Pr{I(k)
0 ∈ C0} = 1. (82)

Proof: See Appendix D.
Theorem 3-[a] states that as we reduce the phase-A fraction

of power, we do not recruit faraway idle users. In that sense,
cooperators become clustered around the active-B user they are
cooperating with nicely matching the intuition of cooperation
with nearby users.

More important, Theorem 3-[b] establishes that the prob-
ability of each I

(k)
0 , k ≤ K, becoming a cooperator when

phase-A transmission is reduced by a factor ρ converges to
1, as the number of idle users NI grows large. Moreover, as
long as limNI→∞(ρ2/αNI/K) = ∞, the phase-A fraction of

power ρ can be made arbitrarily small and the number K of
cooperators recruited arbitrarily large. The mathematical for-
malism here should not obscure the fact that this suggests the
possibility of having an arbitrarily large number of terminals
correctly decoding U0’s active-A transmission with probability
1; and correspondingly enable arbitrarily large diversity order
during phase-B when U0 transmits with practically negligible
power during phase-A.

Applying Theorem 3 to OCRA requires taking care of the
randomness in the number of active-A and active-B users in
a given slot, a problem that leads us to the next section.

B. Asymptotic Throughput

Theorem 3 establishes the potentially high cooperation order
of the described fixed network access. The following lemma
establishes that with high probability, an OCRA network is
well described by the fixed network for which Theorem 3 has
been proved.

Lemma 3 Let pmax be the probability that achieves MST of
the OCRA dominant system defined by rules [S0], [S1’] and
[S2]-[S7]; assume that 0 < η∞ := limJ→∞ ηmax < ∞ exists;
and let N̄ := E(NA) = E(NB) = pmaxJ denote the average
number of active-A (active-B) users. It then holds that
[a] the average number of users converges

lim
J→∞

N̄ = N̄∞ (83)

to a finite constant N̄∞ ∈ (0,∞); and,
[b] the random variables NA and NB are asymptotically

Poisson distributed:

Pr{NB = n} = Pr{NA = n} =
N̄n

n!
e−N̄ . (84)

Proof: If N̄ →∞, then the probability that all active-B users
experience a hard collision goes to 1:

lim
J→∞

⋂

j0





⋃

j 6=j0

{
τUj0

= τUj

}


 = 1 , (85)

since we have a finite number of PN shifts T and an infinite
number of instantaneously active users; thus, limJ→∞ N̄ 6=
∞. The fact that N̄ does not oscillate follows since N̄(J) is
a non-decreasing function of J from where (83) follows. To
prove claim [b], simply note that the conditions of Poisson’s
theorem are satisfied.

The importance of Lemma 3 is in establishing that as J →
∞, the average number of active-A (active-B) users remains
bounded; i.e., N̄ → N̄∞ < ∞. This enables application
of Theorem 3 to establish the asymptotically infinite order
diversity of the OCRA network as claimed by Theorem 1 that
we are now ready to prove.
Proof of Theorem 1: Eq. (63) can be written in terms of the
complementary event

Pr{∪j(Kj < K/2)} = 1− Pr{Kj ≥ K/2 ∀j}, (86)

which we will prove convergent to zero. To this end,
let us start by defining a network snapshot as the set
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S := {U ,A,B,∪j|Uj∈BCj} composed of the realizations
of user’s positions and classes; and the index k∗ =
arg maxk∈[1,K] Pr{I(k)

0 /∈ C0|S} corresponding to the idle
user least likely to decode U0 among the K closest ones when
the snapshot S is given.

We separate the failure in soliciting at least K/2 cooperators
– the event {∪j(Kj < K/2)} in (86) – in two cases: i) the
realization S is not favorable and we fail with high probability,
e.g., when NA, NB are very large; and ii) S is favorable and
we succeed with high probability. For that matter, define the set
of network realizations Sβ,Nmax := {S|Pr{I(k∗)

0 /∈ C0|S} ≤
β;NA, NB ≤ Nmax} for which the number of active-A and
active-B users is less than Nmax, and the decoding failure
probability is less than β, to write

Pr{∪j(Kj<K/2)}=Pr{∪j(Kj<K/2)|Sβ,Nmax}Pr{Sβ,Nmax}
+Pr

{∪j(Kj <K/2)|Sβ,Nmax

}
Pr

{Sβ,Nmax

}
.

(87)

Further recalling that probabilities are smaller than 1 we obtain

Pr{∪j(Kj <K/2)} ≤Pr{∪j(Kj <K/2)|Sβ,Nmax}
+ Pr{Sβ,Nmax}. (88)

Applying the union bound to the event {∪j(Kj <
K/2)|Sβ,Nmax}, we obtain

Pr{∪j(Kj < K/2)} ≤Nmax Pr{Kj < K/2|Sβ,Nmax}
+ Pr{Sβ,Nmax} (89)

since the number of active-B users is NB ≤ Nmax.
We start by bounding the first term in (89). To this end,

we note that in order for Kj < K/2 we must have at least
K/2 decoding failures among the K closest idle users during
phase-A. Furthermore, the decoding probabilities at idle users
are independent when conditioned on the network snapshot S;
i.e., Pr{I(k1)

0 , I
(k2)
0 ∈ C0|S} = Pr{I(k1)

0 ∈ C0|S}Pr{I(k2)
0 ∈

C0|S}, and we can thus write

Pr{Kj < K/2|S} <

K∑

k=K/2

(
K

k

) [
Pr

{
I
(k∗)
0 /∈ C0|S

}]k

×
[
Pr

{
I
(k∗)
0 ∈ C0|S

}]K−k

(90)

where we used the fact that by definition Pr{I(k)
0 /∈ C0|S} ≤

Pr{I(k∗)
0 /∈ C0|S} for all k ∈ [1,K]. The largest summand

in (90) corresponds to k = K/2, which together with
Pr{I(K)

0 ∈ C0}K−k < 1, yields

Pr{Kj < K/2|S} < K/2
(

K

K/2

) [
Pr

{
I
(k∗)
0 /∈ C0|S

}]K/2

≤ (K/2)2K
[
Pr

{
I
(k∗)
0 /∈ C0|S

}]K/2

(91)

where we also used Stirlings’ factorial approximation to obtain
the last expression.

Now, use Bayes’ rule and the bound in (91) to write

Pr{∪j(Kj < K/2)|Sβ,Nmax}
=

∑

S∈Sβ,Nmax

Pr{Kj < K/2|S}Pr{S}

≤ (K/2)2KβK/2, (92)

where in obtaining the inequality we used that for S ∈ Sβ,Nmax

the decoding failure probability at I
(k∗)
0 satisfies Pr{I(k∗)

0 /∈
C0|S} ≤ β and that

∑
S∈Sβ,Nmax

Pr{S} ≤ 1.
For β = 1/8 the latter bound reduces to Pr{∪j(Kj <

K/2)|Sβ,Nmax} ≤ (K/2)(1/2)K/2 which goes to zero as
K → ∞. Since K → ∞ is implied when J → ∞, we
conclude from the latter that for any ε/(3Nmax) > 0, ∃ J0

such that

Pr{Kj < K/2|Sβ,Nmax} < ε/(3Nmax), (93)

for every J > J0.
To bound the second term in (89), we invoke Lemma 3-[a]

and Theorem 3. First, note that we can write

Pr{Sβ,Nmax} =Pr{(NB , NA) > Nmax}
+ Pr{Sβ,Nmax |(NB , NA) < Nmax}, (94)

Lemma 3-[a] guarantees that we can choose Nmax sufficiently
large so that

Pr{(NB , NA) > Nmax} < ε/3, ∀J, (95)

taking care of the the first term in (94). In the second term the
numbers (NB , NA) of active-A and active-B users are given,
and we can apply Theorem 3.

Note that since Theorem 3 is valid for any k ≤ K, it must
hold for I

(k∗)
0 ; and consequently, as NI := J −NA −NB >

J − 2Nmax →∞, we must have

Pr{I(k∗)
0 /∈ C0|(NB , NA) < Nmax} → 0, (96)

when the failure probability is not conditioned on S .
Suppose that Pr{Sβ,Nmax |(NB , NA) < Nmax} > ε/3 ∀J

and argue by contradiction. Indeed, if this were true we
would have Pr{I(k∗)

0 /∈ C0|S} ≥ β for a subset of network
realizations {Sβ,Nmax |(NB , NA) > Nmax} with non-vanishing
measure. But this is incompatible with (96) and consequently
for any ε/3 > 0, ∃ J > J1 such that

Pr{Sβ,Nmax |(NB , NA) < Nmax} < ε/3. (97)

Substituting (95) and (97) into (94), and the result of this
operation along with (93) into (89), we finally obtain that

Pr{∪j(Kj < K/2)} ≤ ε, (98)

for arbitrary ε and all J > max(J1, J2). By definition, this
implies the result in (63).

Besides establishing our major claim previewed in Sec-
tion V-A, the asymptotic analysis of this section provides a
series of byproduct remarks about OCRA:

Remark 7 Average power constraint. A consequence of the
cooperators’ clustering asserted by Theorem 3-[a] is that
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cooperation is limited to nearby idle users; and accordingly,
the total transmitted power by any active communication is

Kj∑

k=0

P (Ck
j ) ≈ (Kj+1)

P0

Kj + 1
‖Bj‖α/ξ = P0‖Bj‖α/ξ. (99)

Comparing (99) with rule [R2], we see that the average trans-
mitted power in non-cooperative SSRA is equal to OCRA’s
phase-B power. The sole power increase is due to the phase-
A power used to recruit cooperators, yielding the relation

POCRA(Uj) ≈ (1 + ρ)P SSRA(Uj) (100)

between the power required by OCRA and non-cooperative
SSRA. Since ρ → 0, we deduce that OCRA enables high
order diversity with a small increase in average transmitted
power.

Remark 8 Maximum power constraint. A maximum power
constraint P (Uj) ≤ Pmax determines the AP’s coverage area,
since power control dictates that ‖Uj‖α ≤ (ξPmax/P0) :=
Rα

c . But since power in OCRA is contributed by Kj cooper-
ators, we have

ROCRA
c = (Kj)1/αRSSRA

c . (101)

This increase in coverage stems from the fact that users in
OCRA transmit less power during more time.

Remark 9 Network Area. The proofs rely on the asymptotic
behavior of the distance ratios in Lemma 2. This behavior
does not depend on the radius of the network, implying that
we can make it arbitrarily large. Accordingly, our major claims
in Theorems 1 and 2 are valid for a fixed area network with
increasing user density as well as for a fixed user density
network with increasing area.

Remark 10 OCRA with different physical layers. It is known
that diversity in wireless networks requires a transmitter that
enables, a channel that provides, and a receiver that collects
diversity. While results in this paper have been derived for
SSRA networks whose suitability in enabling and collecting
diversity is well appreciated, the advantage of OCRA is that it
generates multipath diversity in a channel that originally did
not provide it. This result depends on the spatial distribution
of users and can be readily established for RA networks with
different physical layers. The difference in these other cases
will be the way in which the diversity is enabled and collected;
but retaining the essential diversity-providing structure of a low
power phase-A followed by a high order diversity phase-B will
lead to claims analogous to Theorems 1 and 2.

VII. UNSLOTTED OCRA

Packet de-spreading at the AP is performed through multi-
plication with the appropriately delayed version of the spread-
ing sequence c. Indeed, multiplication by c(t − τCk

j
) allows

the AP to recover the kth copy of Bj’s phase-B packet; and
multiplication by c(t) allows idle users to detect A′js packet.
Unfortunately, this requires knowledge of the delay τCk

j
, and

s0(t)

Σ
.
.
.

.
R(t)

× ∑t

sK(t)

t+S

× ∑t
t+S

z(t)

T0 TjT1

Fig. 7. In unslotted OCRA, the correlator shown can be used to detect the
starting times of a packet. Simulations corroborate that slotted and unslotted
OCRA exhibit similar throughputs.

the only way of accomplishing this in RA is by having the
AP check all the (virtually infinite) possible shifts τ . This
complexity can be reduced by altering the PN selection rule
to let the nodes choose a random shift at the beginning of time,
communicate this selection to the AP and then use the same
shift for the life of the network. A more elegant solution to
this problem is through an unslotted protocol as we outlined
for non-cooperative SSRA networks in [19].

In this unslotted version, active-A and active-B users choose
a random time to start transmitting, but they spread their
packets with an unshifted version of the common PN sequence.
This entails replacing rules [S1]-[S2] and [S4]-[S5] with the
following.
[U1] If Uj’s queue is not empty, Uj enters phase-A with

probability p and moves the first packet in the queue,
dUj := {dUj (l)}L−1

l=0 , to the phase-A buffer.
[U2] Phase-A: The transmission is as in [S2], but we include

in the packet header the time TBj in which phase-B
transmission is going to be attempted. The time TBj is
chosen so that the transmission probability in each time
unit is p.

[U4] Uj enters phase-B at time TBj .
[U5] Phase-B: Transmission is as in [S5] but when spreading

dUj the cooperator Ck
j uses the shift

τCk
j

= τkT, (102)

with τ0 = 0 and τk ∼ U [0, κ− 1].
When expressed with respect to a common time reference,

the equivalent of (48) for this unslotted system becomes

xAj (Sl+s) =
√

P (Aj) dAj (l)c(Sl+s−TAj )u(Sl+s−TAj )
(103)

where u(t) is a unit-amplitude square pulse with nonzero
support over t ∈ (0, NL). Relying on (103), we can repeat
the steps in Appendix A.2 to deduce that this spreading rule
achieves statistical user separation at the idle users. Similarly,
for the cooperative phase-B transmissions the counterpart
of (49) is

xCk
j
(Sl + s) =

√
P (Ck

j ) dBj (l)

× c(Sl + s− TBj − τkT ) u (Sl + s− TBj )
(104)
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with k ∈ [0,Kj ]. Again, by following the steps in Appendix
A.2 we can prove that this achieves statistical user separation
at the AP.

The difference is that the first symbol in every packet is
always spread by the same set of chips. Upon defining the
(short) periodic sequences

ck(t) = c(t−kSL mod S), k ∈ [0, κ−1]; (105)

which amounts to periodically repeating the first S chips that
spread the first symbol of any packet xCk

j
or xAj ; the output

of a continuous correlator matched to sk(t) can be used to
detect the beginning of a packet; see also Fig 7. Indeed, the
sum of the outputs of these correlators is

R(t) =
κ∑

k=0

t+S∑

t′=t

ck(t′)z(t′) =
κ∑

k=0

t+S∑

t′=t

c(−kT )z(t′), (106)

since we have that ck(t) = c(−kSL) in an interval of length
S. But E(R(t)) = 0, except when a packet started at time
t, in which case E(R(t)) = ±SP0, the sign being the value
of the transmitted bit. Accordingly, the event |R(t)| > SP0/2
can be used by the AP to identify the starting time of Bj’s
packet at TBj

= t. A similar correlator with κ = 0 in (106)
can be used by the idle users to identify the times TAj .

Thus, an unslotted version of OCRA reduces the challenging
task of identifying the random shifts τBj to the easier problem
of identifying the random times TBj . Interestingly, the number
of correlations computed does not change; what changes is
that instead of taking κT correlations at the beginning of a
slot, we take κ correlations during T times. The difference
is, of course, that Theorems 1 and 2 (and all other results
for that matter) apply to the unslotted version. In the next
section, we simulate unslotted OCRA as defined by rules [S0],
[U1]-[U2], [S3], [U4]-[U5] and [S6]-[S7] to unveil that as is
usual in SSRA networks (see e.g., [8]) the throughput of this
practically feasible unslotted version is accurately predicted
by the theoretical results derived for the slotted version.

VIII. SIMULATIONS

We have established in this paper that slotted OCRA op-
erating over a Rayleigh fading channel can asymptotically
achieve the throughput of an equivalent non-cooperative SSRA
operating over an AWGN channel, promising an order of
magnitude increase in throughput. In this section, we explore
three questions of significant practical importance that our
theoretical results left only partially answered. These questions
are: i) does slotted OCRA results carry over to unslotted
OCRA? ii) how large the number of users should be to achieve
a significant throughput increase? and iii) how do we select ρ
and κ? To address i), we performed simulations for slotted and
unslotted OCRA obtaining almost identical results in all the
metrics studied; to avoid presenting virtually identical figures,
we report only the figures pertaining to unslotted OCRA
stressing the fact that they basically coincide with the curves
for slotted OCRA. The answers to ii) and iii) are provided in
the remainder of this section.

Consider first question ii) and refer to Fig. 8 where we
depict unslotted OCRA’s MST, ηOCRA

max , as a function of the

100 200 300 400 500 600 700 800 900 1000
0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

0.26
OCRA throughput as a function of the number of users

Total number of users (J)

N
or

m
al

iz
ed

 th
ro

ug
hp

ut
 (

 µ
/S

 ×
 (

co
de

ra
te

) 
)

K=2

K=3

K=4

K=5

K=6

K=7
K=8

OCRA − ρ = 0.10
OCRA − optimum ρ
Non coop − AWGN channel
Non coop − Rayleigh channel

Fig. 8. OCRA captures a significant part of the diversity advantage in mid-
size networks; the MST for J = 128 is 2/3 the MST of SSRA over an
AWGN channel (κ = 10, S = 32, L = 1024, 215/255 BCH code capable
of correcting t = 5 errors).

number of users J in a network with spreading gain S = 32,
packet length L = 1024, and a 215/255 BCH code capable of
correcting t = 5 errors used for FEC. A quick inspection
of Fig. 8 reveals that convergence to AWGN throughput
is rather slow since for J as large as 512 there is still a
noticeable gap. Notwithstanding, the throughput increase is
rather fast; for J = 64 there is a threefold throughput increase
(ηmax = 0.04 if the channel is Rayleigh), and for J = 128
OCRA’s MST is 2/3 of the MST achieved by non-cooperative
SSRA over an AWGN channel. Thus, while collecting the
full diversity advantage requires an inordinately large number
of users, OCRA can collect a significant percentage of it in
moderate size networks, with a ratio J/S ≈ 4. This behavior
can be explained through the background curves that show
the MST of non-cooperative systems with increasing diversity
order. These curves illustrate the well understood behavior that
the throughput increase when the diversity order goes from
2 to 3 is much larger than the increase when the diversity
order goes from 7 to 8, [26]. Moreover, a large part of the
potential increase is collected with order 5 diversity. As a
diversity enabler, OCRA quickly achieves 5-order diversity
when J ≈ 128; but additional improvements in the diversity
order translate to increasingly small throughput increments.

Similar conclusions can be drawn from the simulation with
J = 128 users depicted in Figs. 9 and 10. For this case study,
we show throughput and average diversity as a function of the
transmission probability p. For the range of probabilities close
to the MST, OCRA’s throughput remains between the curves
for 4 and 5-order diversity, consistent with the fact that the
average degree of cooperation that users receive is between 4
and 5.

Turning our attention to question iii), let us recall the
distinction between ρ-conditional MST in (61) and MST
in (62). Interestingly, optimizing over (ρ, p) provides a small
throughput increase with respect to optimizing over p only, as
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Fig. 10. A closer look to Fig 9. OCRA’s throughput is consistent with the
fact that the average number of cooperators is between 4 and 5 (ρ = 0.01,
κ = 10, J = 128, S = 32, L = 1024, 215/255 BCH code capable of
correcting t = 5 errors).

can be seen in Fig. 8. In this plot, the solid line depicts OCRA’s
MST and the circles depict the ρ-conditional MST, when we
set ρ = 0.01. In the vast operational range shown, there is no
noticeable difference between these two approaches. This has
the important practical implication that we do not need to op-
timize ρ, removing a significant part of the added complexity
that OCRA incurs relative to non-cooperative SSRA.

Finally, it is interesting to check our intuition about OCRA
by looking at the network snapshots depicted in Figs. 11
and 12. OCRA effectively exploits wasted resources in non-
cooperative RA, namely idle users’ transmitters, as can be seen
in Fig 11. In a conventional SSRA, only a small number of

active-B users would be transmitting; whereas in OCRA, the
cooperators are a significant percentage of the total number of
users. This does not change as the number of users increases
since when we go from J = 128, Fig. 11 (left) to J = 256,
Fig. 11 (right), the number of cooperators per user increases
so as to exploit the otherwise wasted cooperators’ transmitters.
It is also interesting to verify that as predicted by Theorem 3
the cooperators become clustered around the active-B user they
are cooperating with.

The perspective of an active-A user can be summarized in
the interference map depicted in Fig. 12. Each point in this
map represents the total power received from all active-B users
and their cooperators, and effectively represents the amount of
noise in the active-A to idle users links. Thus, idle users in
purple (dark gray) spots have low SINR and are not likely
to be recruited as cooperators and idle users in green-yellow
(intermediate gray) spots have large SINR and are likely to
be recruited as cooperators. As the network size increases, the
interference map is essentially unchanged by Lemma 3, but
the signal power in the active-A to idle users links increases.
This translates to an increase of the green-yellow (intermediate
gray) area when the number of users increases from J =
128, Fig. 12 (left) to J = 256, Fig. 12 (right). Since users
are uniformly distributed, this also translates to an increased
number of idle users with good reception opportunities for
active-A packets.

The simulations presented provide a reasonable answer to
questions i) – iii) at the beginning of the section corroborating
that: i) unslotted OCRA behaves as slotted OCRA; ii) the
asymptotic behavior applies even to moderate-size networks
having J/S ≈ 4; and iii) ρ ≈ 0.1 is a reasonable rule of
thumb, and κ ≈ 10 enables 4 to 6 diversity paths.

IX. CONCLUSIONS

With the goal of migrating user cooperation benefits to
random access channels, we introduced the OCRA protocol
which we showed capable of effecting a significant throughput
increase with respect to equivalent non-cooperative random
access protocols. Testament to this significant advantage is
the fact that as the number of users in the network increases,
OCRA’s throughput over Rayleigh fading links approaches that
of the corresponding SSRA protocol over AWGN links, with-
out an energy penalty. Accordingly, OCRA has the capacity of
rendering a wireless RA channel equivalent to a wireline one
from the throughput perspective. This is a striking difference
with point to point cooperation, where the diversity comes
at the expense of bandwidth expansion. The price paid is a
modest increase in the complexity (and therefore cost) of the
baseband circuitry.

Simulations demonstrated that our asymptotic results can
be perceived in realistic-sized networks, since the asymptotic
results manifest for moderate values of the total number of
users.

The OCRA protocol relies on a two-phase transmission in
which users first transmit with reduced power trying to reach
nearby users, whose cooperation is thereby solicited for the
subsequent slot. In this second slot, the (random) number of
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Fig. 11. Snapshots of OCRA networks. OCRA effectively exploits the otherwise wasted cooperators’ transmitters to provide user cooperation diversity
(p = pmax(ρ) ρ = 0.01, κ = 10, J = 128 in left, J = 256 in right, S = 32, L = 1024, 215/255 BCH code capable of correcting t = 5 errors).
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Fig. 12. Interference maps. The color (gray level) scale represents the total interference in dB received from active-B users at any point in space. As the
number of users increases, the interference map remains essentially the same but the signal power received at idle users from active-A users increases. This
translates in an increased number of idle users with good reception opportunities for active-A packets (p = pmax(ρ) ρ = 0.01, κ = 10, J = 128 in left,
J = 256 in right, S = 32, L = 1024, 215/255 BCH code capable of correcting t = 5 errors).

cooperators recruited transmit cooperatively to the destination.
While a specific (spread spectrum) physical layer support was
assumed, the same approach and results can be applied to other
physical layers with the consequence of an intrinsic suitability
of user cooperation as the form of diversity for random access
networks.

X. APPENDICES

A. Other users’ interference in OCRA 1

1) Signal reception at the AP: Substituting the explicit
value of z(Sl + s) in (50) into (53) and using the expression
for the composite fading coefficient in (52) we can write the

decision statistic rC
κ0
j0

(l) as

rC
κ0
j0

(l)=h(Cκ0
j0

)h∗n(Cκ0
j0

)dBj0
(l)+

NB∑
j=1

j 6=j0

Kj∑

k=0

I(l; Cκ0
j0
→AP ;Ck

j )

+
Kj0∑
k=0

τk 6=κ0

I(l; Cκ0
j0
→AP ;Ck

j0)+
NA∑

j=1

I(l; Cκ0
j0
→AP ;Aj)+ñ(l)

(107)

where we used the notation (introduced after (11)) I(l; Ck0
j0
→

AP ; U) to represent the interference of user U to the aggregate
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link Cκ0
j0
→ AP for the transmission of the lth bit. The first

group of interference terms corresponds to the active-B users
Bj 6= Bj0 , the second group to the cooperators of Bj0 that
chose a different shift τk 6= κ0, and the third group to the
active-A users. These interference terms are given by

I(l; Cκ0
j0
→AP ;U) =

√
P (U) h(U)h∗n(Cκ0

j0
)dU (l)

× 1
S

S−1∑
s=0

c(Sl+s−τU )c(Sl+s−τBj0
−κ0T )

(108)

with U denoting alternatively Ck
j j 6= j0, Ck

j0
τk 6= κ0, and

Aj .
Using the low autocorrelation property of long PN se-

quences, we obtain that if τC
κ0
j0
6= τU – for what it suffices to

have τBj0
6= τBj

, for j ∈ [1, NB ], j 6= j0– then

E[I(l;Cκ0
j0
→AP ; U)] = 0 (109)

var[I(l; Cκ0
j0
→AP ; U)] = (1/S)P (U)E

[|h(U)|2] (110)

E[I(l;Cκ0
j0
→AP ; U1)I∗(l; Cκ0

j0
→AP ; U2)] = 0. (111)

Since when τC
κ0
j0

6= τU all the random variables in (108)
are independent, we have that: i) eq. (109) follows imme-
diately since any of the involved random variables has zero
mean; ii) when computing the variance in (110) we have
that E[h(U)h∗(U)] = E[|h(U)|2, E[h∗n(Cκ0

j0
)h∗n(Cκ0

j0
)] = 1,

E[dUj (l)] = 1, and among the S2 cross-products involving
the code c only S of them are not null; and iii) to establish
(111) it suffices to note that h(U1) and h(U2) are independent
and zero-mean.

Using property (109) we can see that none of the interfer-
ence terms in (107) contributes to the mean of rC

κ0
j0

(l) and
consequently

E[rC
κ0
j0

(l)] = E
[|h(Cκ0

j0
)|] =

√
P0N(Bj0 , κ0)

Kj0 + 1
dBj0

(l),

(112)

since the composite channel h(Cκ0
j0

) contains N(Bj0 , κ0)
terms, each with power P0/(Kj0 +1). Likewise, (111) allows
us to separate the variance in independent terms

var[rC
κ0
j0

(l)] = E[ñ2(l)] +
NB∑
j=1
j 6=i

Kj∑

k=0

E[|I(l; Ck0
j0
→AP ; Ck

j )|2]

+
Kj∑
k=0

k 6=k0

E[|I(l; Ck0
j0
→AP ; Ck

j0)|2]+
NA∑

j=1

E[|I(l;Ck0
j0
→AP ;Aj)|2]

(113)

Evaluating the expected values in (113) we obtain

var[rC
κ0
j0

(l)] = N0 + (NB − 1)
P0

S

+ [Kj0 +1−N(Bj0 , κ0)]
P0

S(Kj0 +1)
+ NA

ρP0

S
(114)

where we used: i) property (110), ii) the power con-
trol rules P (Aj)E[|h(AP,Aj)|2] = ρP0 in (40) and

P (Ck
j )E[|h(AP, Ck

j )|2] = P0/(Kj + 1) in (41), and iii) that
the number of summands in the second sum is [Kj0 + 1 −
N(Bj0 , κ0)],

From (112) and (114), the SINR in (54) follows from its
definition.

2) Signal reception at idle users: Using once again the
notation I(l; U0→ Ii; U) to denote the interference of U to
the communication of the lth bit of the packet dU0 from U0

to Ii, the entries of the decision vector in (56) can be written
as

rU0(l) =
√

P (U0) h(U0, Ii)dU0(l) +
NB∑

j=1

Kj∑

k=0

I(l; U0→Ii; Ck
j )

+
NA−1∑

j=1

I(l; U0→Ii;Aj) + ñ(l) (115)

where E[P (U0)|h(U0, Ii)|2] = P (U0 → Ii) is the power
received from U0 at Ii and is given by the pathloss model (3).
The interference terms are given by [c.f. (55)]

I(l; U0→Ii; U) =
√

P (U) h(U, Ii)h∗n(U0, Ii)dU (l)

× 1
S

S−1∑
s=0

c(Sl + s− τU )c(Sl + s)

(116)

where, as before, E[P (U)|h(U, Ii)|2] = P (Uj → Ii) can be
obtained from (3).

The important observation is that for active-B transmissions,
including active-B terminals and their cooperators, the au-
tocorrelation property of PN codes yields that E[I(l;U0 →
Ii; U)] = 0, var[I(l; U0 → Ii;U)] = P (U → Ii)/S and
E[I(l;U0 → Ii;U1)I∗(l; U0 → Ii; U2)] = 0 deterministically,
since the 0th PN shift is reserved for active-A users.

For active-A users however, the PN shifts are all equal and
we have

E[I(l;U0→Ii; Aj)] = 0, (117)
var[I(l; U0→Ii;Aj)] = P (Aj → Ii), (118)
E[I(l;U0→Ii; Aj1)I∗(l; U0→Ii;Aj2)] = 0, (119)

where (117) and (119) follow from the independence between
different user’s fading coefficients and the fact that in (118)
the interfering power is not reduced by the spreading gain, as
usual.

Using these properties, we can compute the expected value
and the variance of rU0(l); and from there, the SINRi

0 in (57).

B. Proof of Lemma 1

In order to have ‖Uj − U0‖ < r, user Uj must lie in the
region

Uj ∈ O(0, R) ∩ O(U0, r) := R, (120)

where O(o, r) denotes a circle with center o and radius r. The
probability of Uj being in R is simply

F (r) =
area(R)

πR2
. (121)
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The right inequality in (75) follows from (121) after noting
that

area(R) < area[O(U0, r)] = πr2. (122)

The left inequality in (75) requires considering the case in
which the intersection of O(U0, r) with O(0, R) subtracts
most of the area from O(U0, r). This happens when U0 is
at the border of O(U0, r) and r = 2R. In this case,

area(R) = πR2 =
πr2

4
. (123)

QED.

C. Proof of Lemma 2

The proofs for all events are similar. We prove the lemma
for e2(NI ,K) that is the most representative, and sketch the
proofs for the remaining events.

Remark 11 In the subsequent proofs we exploit the fact
that active-A and active-B users’ positions are independent.
Indeed, users that enter phase-A in a given slot enter phase-B
in the subsequent one regardless of whether they succeeded
in recruiting cooperators or not. Furthermore, users enter
phase-A regardless of their knowledge regarding the activity
of neighboring nodes. This is rather “foolish” since we are
allowing transmissions with small success probability, but
nonetheless allowed to maintain independence between active-
A and active-B users’ positions. See also Remark 5.

1) Proof for event e2(NI ,K): To simplify notation define
K′ := K/ρ1/α. Recall that F (r) is the distribution of ‖Bj −
U0‖ given U0, and note that since the positions of the NB

active-B users are assumed independent, we have

Pr{‖B(1)
0 − U0‖ > r |U0} = Pr





NB⋂

j=1

(‖Bj − U0‖ > r)|U0





= (Pr{‖Bj − U0‖ > r |U0})NB

= [1− F (r)]NB . (124)

On the other hand, recall that F (r) is also the CDF of ‖Ij −
U0‖ and denote by f

I
(K)
0

(r) the pdf of ‖I(K)
0 −U0‖ given U0.

A basic result in order statistics is that [4, chap. 3]

f
I
(K)
0

(r)=
NI !

(K−1)!(NI−K)!
FK−1(r)[1−F (r)]NI−K ∂F (r)

∂r
.

(125)
Applying Bayes’ rule to the probability of e2(NI ,K) as given
by (77) conditioned on U0’s position and using the expressions
in (124) and (125), we obtain

Pr{e2(NI ,K) |U0} =

=
∫ ∞

−∞
Pr

{
‖B(1)

0 − U0‖ > K′r |I(K)
0 = r

}
f

I
(K)
0

(r) dr

=
∫ r∗

0

[1−F (K′r)]NB
NI !

(K−1)!(NI−K)!

× FK−1(r)[1−F (r)]NI−K ∂F (r)
∂r

dr

(126)

where we also used that B
(1)
0 is independent of I

(K)
0 , and we

defined r∗ := min{r s.t. F (K′r) = 1} that is the relevant
upper limit of the integral, since the integrand is null for r >
r∗.

Applying Lemma 1 to the distribution F (r), we obtain the
following inequality valid in (0, r∗):

F (K′r) ≤ (K′r)2
R2

= 4K′2 r2

4R2
≤ 4K′2F (r), (127)

which upon substituting in (126) and changing variables u =
F (r), yields

Pr{e2(NI ,K |U0)} ≥
∫ 1/4K′2

0

(
1− 4K′2u)NB NI !

(K−1)!(NI−K)!
uK−1[1− u]NI−Kdu.

(128)

We can expand the binomial (1 − 4K′2)NB and interchange
sum and integral to obtain

Pr{e2(NI ,K |U0)}

≥
NB∑

l=0

(−1)l

(
NB

l

)
(2K′)2l

∫ 1/4K′2

0

NI ! ul+K−1[1−u]NI−K

(K−1)!(NI−K)!
du

:=
NB∑

l=0

(−1)lil, (129)

where we defined il as the absolute value of the lth summand
of the previous expression.

All these integrals can be evaluated in closed form. In
particular, i0 is given by

i0 :=
∫ 1/4K′2

0

NI !
(K − 1)!(NI −K)!

uK−1[1− u]NI−K du

=
NI∑

j=K

(
NI

j

)
(1/4K′2)j

(
1− 1/4K′2)NI−j

. (130)

The latter can be either computed directly or simply obtained
by noting that the integral in (130) is the CDF of the Kth

order statistic of a uniform random variable.
The summation in (130) can also be interpreted as the CDF

of a binomial random variable with NI trials and probability
of success K′−2/4. As NI → ∞, the distribution converges
to a normal and we have that

lim
NI→∞

i0 = lim
NI→∞

Q

(
K −NI/4K′2√

NI/2K′
)

= lim
NI→∞

Q

(
K − ρ2/αNI/4K2

ρ1/α
√

NI/2K

)
(131)

where Q(x) :=
∫∞

x
1/(
√

2π) exp(−u2/2)du is the cumulative
Gaussian function, and we used the definition of K′ in the
last equality. But note that if K < ρ2/αNI/4K2, then the
expression in (131) converges to 1, and this is true since
the hypothesis K/(ρ2/αNI) → 0 implies that for any 4K2

there exists a K/(ρ2/αNI) such that (K/ρ2/αNI) < 1/4K2.
Accordingly, we established that

lim
NI→∞

i0 = 1. (132)
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Consider now the remaining integrals that can be bounded as
follows:

il :=
(

NB

l

)
(2K′)2l

∫ 1/4K′2

0

NI ! ul+K−1[1− u]NI−K

(K − 1)!(NI −K)!
du

<

(
NB

l

)
(2K′)2l

∫ 1

0

NI ! ul+K−1[1− u]NI−K

(K − 1)!(NI −K)!
du

=
(

NB

l

)
(2K′)2l

NI !
(K − 1)!(l + K) . . . (l + NI)

(133)

where the inequality is obtained from the positivity of the
integrand, and the second equality can be obtained after
repeatedly integrating by parts. Moreover, it is easy to bound
the factorials in the previous expression to obtain

il <
1
l!

(
NBK′2
KN

)l

=
1
l!

(
NBK2

Kρ2/αNI

)l

. (134)

But for ρ2/αNI/K → ∞ and K → ∞, we have that il → 0
for l 6= 0 for arbitrary K. Taking limit in (129) and using the
results summarized in (132) and (134), it follows that

lim
NI→∞

Pr{e2(NI ,K |U0)} = 1. (135)

To complete the proof, just note that (135) is a stronger result
than the one desired, since the limit is conditioned on U0.

2) Proof for event e1(NI ,K): Note that if Lemma 1 is valid
for all U0, it is also valid unconditionally when averaged over
all possible U0’s. From there, we obtain the inequality

Pr{‖U0‖ < r} =
r2

R2
≤ 4 Pr{‖Bj − U0‖ < r} , (136)

for arbitrary Bj . But now note that by definition ‖Bj−U0‖ ≥
‖B(1)

0 − U0‖; and consequently,

Pr{‖U0‖ <(K/ρ)‖I(K)
0 − U0‖}

≤ 4Pr{‖B(1)
0 − U0‖ < (K/ρ)‖I(K)

0 − U0‖}.
(137)

But the events involved in the previous inequality are the
complements of e1(NI ,K) and e2(NI ,K), which implies that

1− Pr{e1(NI ,K)} ≤ 4[1− Pr{e1(NI ,K)]. (138)

Since we just proved that Pr{e2(NI ,K)} → 1, we deduce
that Pr{e1(NI ,K)} → 1.

3) Proof for event e3(NI ,K): Repeat steps (124) to (135)
in the proof for e2(NI ,K).

D. Proof of Theorem 3

Let us first recall the following fact that will be used in the
proof of claims [a] and [b].

Fact 1 If we have SINRk
0 →∞ in (57), then Pr{Ik ∈ C0} →

1. Indeed, if SINRk
0 →∞ then for all but a zero-measure set

of fading channel realizations the packet transmitted by U0 is
correctly received by Ik. Likewise, if SINRk

0 → 0 in (57),
then Pr{Ik ∈ C0} → 0.

1) Proof of claim [a]: If Ck
j ∈ Cj , then it successfully

decoded Bj’s active-A packet in the previous slot. Consider
SINRk

j for the reception of Bj’s active-B packet by the user
Ik in the previous slot that can be bounded by

SINRk
0 ≤

P (Uo → Ik)
N0

=
ρP0

N0

‖Bj‖α

‖Bj − I
(k)
j ‖α

, (139)

where we just considered the noise term and neglected the
other users’ interference.

Assuming that ‖Bj − Ik‖/‖Bj‖ > ε and letting NI → ∞
in (139), we obtain

lim
NI→∞

SINRk
0 ≤ lim

NI→∞
ρP0

εN0
= 0. (140)

But now recall Fact 1 to claim that since SINRk
0 → 0 we must

have

lim
NI→∞

Pr{Ik ∈ Cj} = lim
NI→∞

P 1
e (SINRk

0) = 0 . (141)

Thus, if ‖Bj−Ik‖/‖Bj‖ > ε for some ε, then Ik /∈ Cj with
probability 1. It thus follows that for those that did become
cooperators, (81) must hold true. In particular, it is true for
C

(Kj)
j .

2) Proof of claim [b]: We start by establishing a simple
consequence of claim [a] in the following corollary:

Corollary 1 The event

e4(NI ,K) :={‖U0−Bj‖ > 2‖Bj−C
(Kj)
j ‖ ∀ j = 1, . . . , NB}

(142)
has probability 1 as the number of idle users NI →∞; i.e.,

lim
NI→∞

Pr{e4(NI ,K)} = 1 . (143)

Proof: Consider the complement of e4(NI ,K), and use the
union bound and Lemma 2 to claim that

1− Pr{e4(NI ,K)} < 4NB Pr{‖Bj‖ < 2‖Bj − C
(Kj)
j ‖}.

(144)
But the latter goes to 0 according to Theorem 3-[a], with ε =
1/2.

We now continue with the proof of claim [b].
Proof - [b]: According to Fact 1 it suffices to prove that
SINR(k)

0 →∞ in probability, or equivalently,

lim
NI→∞

Pr{SINR(k)
0 > K′} = 1 ∀ K′ > 0 . (145)

The inverse SINR is given by (71) and can be rewritten as

(SINR(k)
0 )−1 = S−1

NB∑

j=1

Kj∑

i=0

P (Ci
(j) → I

(k)
0 )

P (U0 → I
(k)
0 )

+ S−1
NA−1∑

j=1

P (A(j)
0 → I

(k)
0 )

P (U0 → I
(k)
0 )

+
N0

P (U0 → I
(k)
0 )

(146)

where we have just reordered the summands according to their
closeness to U0.
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Fig. 13. Repeated use of the triangle inequality bounds the SNR with the
distance quotients considered in Lemma 2.

We will first bound the noise term. To this end, supposing
that e1(NI ,K) is valid, we obtain

N0

P (U0 → I
(k)
0 )

=
N0

ρP0

‖U0 − I
(k)
0 ‖α

‖U0‖α
<

N0

ρP0

‖U0 − I
(K1)
0 ‖α

‖U0‖α

<
N0ρ

α−1

KαP0
<

N0

KαP0
, (147)

where the first inequality follows since ‖U0 − I
(k)
0 ‖ < ‖U0 −

I
(K1)
0 ‖ holds by definition for k ≤ K1, and in the last

inequality we used that ρ < 1 and α > 2.
Consider now the active-B users’ interference terms. Since

the transmitted powers are proportional to the distance to the
AP as per [h3], we have

P 1/α(Ci
(j) → I

(k)
0 ) =

(P0/Kj)1/α‖Ci
(j)‖

‖Ci
(j) − I

(k)
0 ‖

<
P

1/α
0

K
1/α
j

‖I(k)
0 ‖+ ‖Ci

(j) − I
(k)
0 ‖

‖Ci
(j) − I

(k)
0 ‖

=
P

1/α
0

K
1/α
j


1 +

‖I(k)
0 ‖

‖Ci
(j) − I

(k)
0 ‖


 . (148)

where the inequality follows from the triangle inequality
applied to the triangle with vertices AP, I

(k)
0 , Ci

(j). Application

of the same inequality to the triangle AP, U0, I
(k)
0 , yields

‖I(k)
0 ‖ < ‖U0‖+ ‖U0 − I

(k)
0 ‖ < ‖U0‖+ ‖U0 − I

(K)
0 ‖,

(149)

where the second inequality follows from the definition of
I
(k)
0 (the kth closest to U0 idle user), and the fact that k ≤ K.

Applying once again the triangle inequality to the triangles
I
(k)
0 , B

(j)
0 , Ci

(j) and U0, B
(j)
0 , I

(k)
0 , yields (see also Fig. 13)

‖Ci
(j) − I

(k)
(0) ‖ > ‖U0−B

(j)
0 ‖−‖U0−I

(k)
0 ‖ − ‖B(j)

0 −Ci
(j)‖

> ‖U0−B
(j)
0 ‖−‖U0−I

(K)
0 ‖ − ‖B(j)

0 −C
(Kj)

(j) ‖
> 1/2‖U0 −B

(j)
0 ‖ − ‖U0 − I

(K)
0 ‖

> 1/2‖U0 −B
(1)
0 ‖ − ‖U0 − I

(K)
0 ‖. (150)

In deriving the second inequality we used that ‖U0− I
(k)
0 ‖ <

‖U0 − I
(K)
0 ‖ and ‖B(j)

0 − Ci
(j)‖ < ‖B(j)

0 − C
(Kj)

(j) ‖ which
follows by definition since k ≤ K and i ≤ Kj . In the third
inequality, we assumed the validity of e4(NI ,K); and the
fourth one follows from ‖U0 − B

(j)
0 ‖ > ‖U0 − B

(1)
0 ‖, which

also is valid by definition.
If we also assume that the event e2(NI ,K) holds, we obtain

that [c.f., (77), (150)]

‖Ci
(j) − I

(k)
0 ‖ > (K/2ρ1/α − 1)‖U0 − I

(K)
0 ‖. (151)

And the interfering power received at I
(k)
0 from Cj

(j) can be
bounded as [c.f., (148), (151)]

P 1/α(Ci
(j) → I

(k)
0 ) <

P
1/α
0

K
1/α
j

×
[
1 +

‖U0‖
(K/2ρ1/α − 1)‖U0 − I

(K)
0 ‖

+
1

K/2ρ1/α − 1

]
.

(152)

On the other hand, the power received at I
(k)
0 from U0

is P 1/α(U0 → I
(k)
0 ) = (ρP0)1/α‖U0‖ / ‖U0 − I

(k)
0 ‖ >

(ρP0)1/α‖U0‖/‖U0 − I
(K)
0 ‖, from where we arrive at


P (Ci

(j) → I
(k)
0 )

P (U0 → I
(k)
0 )




1/α

<
1

(ρKj)1/α

[
1

K/2ρ1/α − 1

+
(

1 +
1

K/2ρ1/α − 1

) ‖U0 − I
(K)
0 ‖

‖U0‖

]
.

(153)

Finally, note that if we assume that e1(NI ,K) is also true, we
obtain the bound [c.f., (77), and (153)]

P (Ci
(j) → I

(k)
0 )

P (U0 → I
(k)
0 )

<
1

KjKα
fα

B(K), (154)

with fB(K) being a bounded function, since it is continuous
and limK→∞ fB(K) = 4.

Consider finally the active-A users’ interference term that
can be bounded by repeating the steps in (148) - (154),
but instead of assuming the validity of the events e2(NI ,K)
and e4(NI ,K) to go from (150) to (151), we assume that
e3(NI ,K) is true. These steps yield
[

P (A(j)
0 → I

(k)
0

P (U0 → I
(k)
0 )

]1/α

<

[
1

K − 1
+

( K
K − 1

) ‖U0 − I
(K)
0 ‖

‖U0‖

]

(155)
from where the assumed validity of e1(NI ,K) leads to
[c.f. (77) and (155)]

[
P (A(j)

0 → I
(k)
0

P (U0 → I
(k)
0 )

]
<

1
Kα

fα
A(K), (156)

with fA(K) bounded for the same reasons fB(K) is.
We can now combine the bounds in (147), (154) and (156)

and the convexity of potential functions, g(x) = xα, with
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α > 1, to conclude that if the events {el(NI ,K)}4l=1 hold
true, then

(SINR(k)
0 )−1 < NB

fα
B(K)
SKα

+ (NA − 1)
fα

A(K)
SKα

+
N0

KαP0

=
1
Kα

[
(NA−1)fB(K)/S+NBfA(K)/S+

N0

P0

]

<
ζ

Kα
, (157)

for some constant ζ. Consequently, the probability that (157)
is satisfied is larger than the probability of all four
{el(NI ,K)}4l=1 holding true, and thus

Pr
{

(SINR(k)
0 )−1 < C/Kα

}
> Pr

{
4⋂

l=1

el(NI ,K)

}
. (158)

To complete the proof, apply the union bound to the intersec-
tion in (158) to obtain

Pr
{

(SINR(k)
0 )−1 < C/Kα

}
> 1−

4∑

l=1

(1− Pr{el(NI ,K}).
(159)

But according to Lemma 2, the four probabilities considered
converge to 1 as NI →∞, and we obtain that

lim
NI→∞

Pr
{

(SINR(k)
0 ) > K′

}
= 1, (160)

with K′ := Kα/ζ. But as noted before, (160) implies that the
PEP converges to 0, and (82) follows readily.

lim
J→∞

ηOCRA(J, κ) = lim
J→∞

ηκ(J) (161)

XI. NOTATION TABLE
Miscellaneous

ξ Pathloss constant
α Pathloss exponent
R Network radius
N Set of natural numbers
Z Set of integer numbers
Uj jth user, j ∈ [1, J]

Aj jth active-A user, j ∈ [1, NA]

Bj jth active-B user, j ∈ [1, NB ]

Ij jth idle user, j ∈ [1, NI ]

Users and users’ sets
Ck

j kth cooperator of Bj , k ∈ [0, Kj ], j ∈ [1, NB ]

U0 reference active-A user
Ck

0 kth decoder of U0, k ∈ [0, K0]

N Nr. of interferers in SSRA
NA, NB , NI Nr. of active-A, active-B, idle users in OCRA
J Total nr. of users
Kj Nr. of U ′js cooperators

J Set of users, J := {Uj}J
j=1

A Set of active-A users, A := {Aj}NA
j=1

B Set of active-B users, B := {Bj}NB
j=1

I Set of idle users, I := {Ij}NI
j=1

Cj Set of Bj ’s cooperators, Cj := {Ck
j }

Kj
k=0

C0 Set of U0’s decoders, C0 := {Ck
0 }K0

k=0

I
(k)
0 kth closest to U0 idle user, I

(k)
0 ∈ I

A
(k)
0 kth closest to U0 active-A user, A

(k)
0 ∈ A

B
(k)
0 kth closest to U0 active-B user, B

(k)
0 ∈ B

C
(k)
j kth closest to Bj cooperators C

(k)
j ∈ Cj

Transmission and reception
dUj

Uj ’s data packet
xUj

Uj ’s transmitted packet
c Pseudo-noise (PN) sequence
L Nr. of bits in dUj

T Nr. of chips in xUj

S Spreading gain, T = SL
P Period of c

dUj
(l) lth bit of dUj

, l ∈ [0, L− 1]

xUj
(t) tth chip of xUj

, t ∈ [0, T − 1]

c(t) tth chip of c, t ∈ Z
τUj

Uj ’s PN delay

P (Uj) Power transmitted by Uj

P (Uj2 → Uj1 ) Power received at Uj1 from Uj2
P (Uj → AP ) Power received at AP from Uj

h(Uj2 , Uj1 ) Rayleigh block fading channel from Uj2 to Uj1
h(Uj) Rayleigh block fading channel from Uj to AP
hn(Uj1 , Uj2 ) Normalized channel h(Uj1 , Uj2 )/|h(Uj1 , Uj2 )|
zUj

Block received by Uj

z Block received at the AP
zUj

(t) tth chip of zUj
, t ∈ [0, T − 1]

z(t) tth chip of z, t ∈ [0, T − 1]

n(t) AWGN noise at tth received chip, t ∈ [0, T − 1]

rUj
decision vector for decoding Uj ’s packet at AP

rUj
(l) lth bit of rUj

, l ∈ [0, L− 1]

rIi
decision vector for decoding U0’s packet at Ii

rIi
(l) lth bit of rIi

, l ∈ [0, L− 1]

ñ(l) AWGN noise at lth bit, t ∈ [0, T − 1]

P0 Target received power
N0 Noise variance
I(l; Uj0→Uj1 ; Uj2 ) Interference of Uj2 to the communication

of bit l from Uj0 to Uj1
γ̄N , γ̄n SINR in SSRA with N (n) active users
γN instantaneous SINR in SSRA with N interferers

Queue parameters and success/failure probabilities
Pe(γ̄) PEP for γ SINR
P κ

e (γ̄) PEP with κ-order diversity
P G

e (γ̄) PEP with AWGN channel
HC Hard collision, τUj0

= τUj1
for some j1 6= j0

SC Soft collision, d̂Uj
6= dUj

given HCc

PHC(N) HC probability with N active users (SSRA)
PSC(N) SC probability (SSRA)
Ps(N) Successful detection probability (SSRA)
PHC(NB) HC probability with NB active-B users
PSC(NA, NB−1) SC probability with NA (NB ) active-A (B) users
Ps Successful detection probability (SDP)
Ps(NA, NB − 1) SDP with NA (NB ) active-A (B) users
λ Packet arrival rate per packet duration
p Packet transmission probability
µ Average departure rate
η Aggregate throughput
η(J, N0/P0, S, p) Throughput in SSRA, with J users, SNR P0/N0,

spreading gain S and transmission probability p

Queue parameters and success/failure probabilities (continued)
ηmax(J, N0/P0, S) Maximum stable throughput (MST) in SSRA,

with J users, SNR P0/N0, spreading gain S
η∞(J, N0/P0, S) SSRA Asymptotic MST
ηG, ηG

max, ηG
∞ throughput, MST, asympt. (AWGN channel)

ηκ, ηκ
max, ηκ

∞ Idem with κ-order diversity channel
η∞, η∞max, η∞∞ Idem with infinite order diversity channel

OCRA
κ Maximum achievable diversity
ρ Phase-A power reduction
κj Diversity order
C

κ0
j Bj ’s cooperators choosing PN shift κ0

N(Bj , κj) cardinality of C
κ0
j

ηOCRA(·) OCRA’s throughput
ηOCRA
max (·|ρ) ρ-conditional MST

ηOCRA
max (·) MST

ηOCRA
∞ (·) Asymptotic MST

µOCRA OCRA’s departure rate
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