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Models make mistakes! Rules for estimating errors must be
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Sentiment Analysis » Valid and hold over a large portion of the data,

@ ChatGPT » Expressive to capture complex and interesting patterns,

T s - -

» Scalable to generate several rules without supervision.

Anttila's online

department store - The answer is Statistical Quantile Rules:
NetAnttila - has an

established position as
the best-known, most ]P(Cl S Qb(X) S b) — 1 - 6
visited, and most

shopped online store in
Finland.

o An example of a violation of the rule
"Positive."

0.07 < aspect_ratio(car) < 2.77.
98% of all the ground-truth cars
satisfy this rule, making it valid,
expressive and scalable.

Observation:

Fundamental errors defy rules based on human
Intuition

Rule schemas Abstract rules
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Hyperparameters: sample-wise, 99th percentile

Concrete rules

Rule violations
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The workflow of SQRL. SQRs are generated from the training and validation data and used to evaluate and improve models.

Updated model with
fewer rule violations
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visited, and most shopped online store in Finland.

fitness and health: 0.0210
news and social concern: 0.077 - I s
predicted label: positive (wrong) Examples Of RUIe VIO at|0ns

Formalized SQRs to characterize and identify basic errors
at scale and proposed the SQRL framework that can find
Anttila's online department store - NetAnttila - has up to 300K rules and up to 158K VIO|atIOnS.

an established position as the best-known, most
visited, and most shopped online store in Finland.

Prediction after Test Time Adaptation

fitness_sand health: 0.0210 We find that models do not always learn statistical rules
predicted label: neutral (correct) but can be adapted to correct up to 68.7% rule

violations.




