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Problem: Given 𝑰, 𝑶!, and 𝑶", 
synthesize SPJ query 𝑸 such that

𝑂! ⊆ [ 𝑄 ](𝐼), and
𝑂" ∩ 𝑄 𝐼 = 𝜙
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Joins and Projections
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How to simultaneously 
address both challenges?
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Baselines Benchmarks
1. Scythe
2. PATSQL

1496 SPJ queries over 160 
databases from the Spider and 
Geography benchmarks

1. We present a novel technique to synthesize SPJ queries by 
interleaving the synthesis of joins and selections

2. We synthesize joins using an example-guided enumerator and 
modify the classical decision tree learning algorithm to 
synthesize selections

3. We implement the algorithm in a tool named Libra and evaluate 
it over around 1500 queries from 160 databases

4. Libra solves 1,361 benchmarks, outperforming PATSQL (673) 
and Scythe (195).

5. 99% of Libra’s solutions are minimal.
6. Libra is robust to partial labels, producing solutions with an F1 

score of 0.88 given only 30% of the labels.
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For each query we provide the full database 
along with positive and negative labels.

Modified Decision Tree Learning

Modified Entropy equation 
allows support for partial 

labels and projected columns


