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ABSTRACT

This paper describes agent-based models of world leaders useful for real world diplomacy and strategy games. Section 1 explores the three main purposes of our game, and hence of this research: enhance one’s understanding of leaders, discover alternative courses of action, and learn how to influence and effect various desired outcomes. Section 2 reviews the literature in terms of six design goals for this project. Section 3 presents the leader modeling framework, focusing on how to handle cultural standards, long term preferences, and short term goals, as well as offering ways of modeling personality, stress, and emotions. Also, we present a game theoretic component that provides ways to think several moves ahead, model the intentions of other players/leaders, and manage discourse and speech acts. Section 4 offers results for the recreation of some of the leaders and their actions during the Third Crusade and preliminary results of a competitive game for a fictional world involving three lands and their leaders. While we are still in the very preliminary stage of our research, and while a statistically significant experiment has yet to be run, the to-date results shed light on the six design goals of our project, and indicate some early findings concerning (1) how cultural, personality, and emotive factors were able to guide simulated leaders to recreate actual historic events; (2) how the game-theoretic algorithms lead to a variety of macro-behaviors such as world order tipping, paradoxes of mirroring, cooperation-defections, and racketeering and intimidation. 
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1) Introduction and Purpose

Agent-based simulation of leaders is a newly evolving field, motivated by the need to better understand how leaders behave, what motivates them, and how they could be influenced to cooperate in projects that might benefit the overall good.  There is a sense that creating plausible models of leaders can help to explain what makes them tick, and can explain their possible intentions, thereby helping others to see more clearly how to influence them and elicit their cooperation. It is a human tendency to project our own value systems upon others and presume they want the same things we want (the mirror bias). Once we form such hypotheses, we tend to look only for confirming evidence and ignore disconfirming facts (the confirmation bias). Heuer (1999) points out that it is vital to break through these and related biases, and that methodical approaches such as realistic simulations, if well done, might help to elucidate and explore alternative competing hypotheses of other leaders’ motivations and intentions. Thus generation of new ideas is a second potential benefit of simulations. For either benefit (explanation or idea generation), agent based simulation will be more valuable the more it can be imbued with realistic leader behaviors. An assumption of this research based on evidence from video- and multi-player online-games, is that if the leader agents have sufficient realism, then players should be engaged and motivated to play against them in role playing games or online interactive scenarios (what we call the LeaderSim Game) in a manner that permits them to experience three learning and discovery objectives: (1) enhance their understanding of the situations real leaders live with, (2) test alternative competing hypotheses, and (3) draw new insights about what influences specific individuals in those leader roles.

Such goals suggest it is time to bring to bear new mechanisms that can enhance the realism of agent models and of our ability to use them to explain leader behavior and to generate new ideas on how to influence leaders. What is known in diverse fields such as autonomous agents, game theory and political science, artificial intelligence, psychological and cognitive modeling, epistemology, anthropologic/culture modeling, and leader personality profiling that might help one to construct more realistic models of leaders? We turn to a review of such literatures in the next section, after which Section 3 examines the leader-agent framework we have assembled. In Section 4, diverse leader agent prototypes are run and results of their behaviors are presented, including attempted recreation of select historical leaders as well as fictionalized games of territorial conquest and diplomacy.  Finally, Section 5 discusses the results, what has been learned, and a research agenda for improving the field of agent based leader modeling and simulation.

1.1) Concepts Useful for Building Leader Agents
Figure 1 attempts to portray the multi-tier “game” leaders often find themselves in and that we focus on in LeaderSim. In particular, Figure 1 shows six design needs that are felt to help users experience the three numbered learning and discovery objectives of the previous section, and as will now be described.  At the top of the diagram lies the felt-need for a world leader to remain in power by satisfying the concerns of some follower groups and/or by sapping the power of the opponent groups within their territory. This is not a depiction of democratic processes per se, but of the fact that all leaders, even dictators and stateless terrorist leaders, have cultural and organizational groups that help to keep them in power and other groups that can cause their authority to wither and collapse.  The top tier of Figure 1 is thus a Markovian type of illustration of the leader-follower game where all followers have a repertoire of identities (identity theory --  e.g., Brewer (1991), Tajfel and Turner (1986)) that leaders might cause them to be provoked into or out of, and thus to migrate to a different group’s population. This is what we refer to as the leader-follower game level (Need 1).
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Figure 1 – World Leader Agents May Be Seen As Acting and Speaking Within a Multi-Tiered Game Including Follower Campaigns, Diplomatic Coalition and Resource Games, and Micro-Decision Style

A leader tends to impact his/her followers by playing various resource games on a diplomatic stage involving coalitions they may form, extort, battle against, cooperate with, and/or defect from. This is represented as Need 2, emergent macro-behavior, in the middle tier of Figure 1. From the 50,000 foot level one might be tempted to view the state transition diagram as straightforward (middle tier of Figure 1), and as our research matures, it may be of value to express this within a formalism such as a Partially Observable Markov Decision Process (POMDP) for the purposes of computational theorem proving and to help guide the design of simulation experiments. However, at our current stage of research we are still evolving the diagram and heuristic-driven multi-agent approaches are offering us the best performance and the most flexibility in order to explore the emergent macro-behavior from agents (e.g., coalitions spring up, conflicts arise, tributes are paid, etc.) as well as the individual differences mentioned below. 
Two more design needs seem relevant to emergent macro-behavior.  First the leader agents described in this paper must be capable of independent micro-decisions.  That is, they participate in a multi-stage, hierarchical, n-player game in which each class or type of agent (Dn) observes and interacts with some limited subset of ℓ other agents (human or artificial) via one or more communication modalities.  And next (fourth need), we expect each agent to be self-serving in that it forms beliefs about other leaders’ action strategies (
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Finally at the base of Figure 1, it is of significant interest in our research to examine the individual differences between leaders (needs 5 and 6), and to learn how these individual differences might be influenced to alter outcomes in various scenarios. For example, to what extents are outcomes altered when specific leaders become conservative and protective of their assets vs. assertive and power hungry? What do they believe are the motivations of other leaders in and out of their current coalitions, and how does that inform their choices and strategies in the diplomacy games they engage in? How much do they distrust other leaders? How trustworthy are they themselves? When leaders use bluffing, deception, and mis-direction in their communiqués, how does this alter the outcomes (Need 5)? Thus we are uninterested in strictly rational agent theory, and instead are focused upon a host of ways to enhance the addition of bounded rational models, of personality, emotion, and culture (Need 6) into the leader cognitive framework. Using descriptive-cognitive agents permits us to explore these dimensions.

2) Survey of Literature on Leader Agents

To our knowledge there are no other agent based (or other) approaches that come close to embracing the breadth and depth in Figure 1 (and the six design needs), though there are a number of contributions to various slices of that picture. Here we mention a few of these in order to illustrate the range of issues one must model to implement Figure 1.  We begin with theories and implementations that are computer based and then proceed to the behaviorally inspired ones.

2.1) Computational Theories of Leaders

Game Theory - As a first sub-community, game theory itself offers some useful notions, though for the most part it is a rich theory only for simple games and is incapable of handling the details of Figure 1. For example, Woolridge & Dunne (2004) examine the computational complexity of qualitative coalitional games and show that finding optima is O(NP-complete) for most questions one would like answered. This means of course, that for formalisms such as POMDPs, that the game is computationally intractable except via approximations. As an aside, Simari & Parsons (2004) ran an experiment comparing the convergence rates of (1) approximations and relaxations of prescriptive approaches (i.e., POMDP) and (2) "descriptive approaches" based on how humans tend to make decisions. In small games the prescriptive approximations do better, but as games grow larger and more complex the descriptive approach is preferred and will provide closer convergence and faster performance. This finding is certainly relevant to the current investigation, and is compatible with the approaches pursued here. 
Despite such drawbacks to game theory, there is a community of researchers advancing the field of game theory by looking more deeply at diverse variables (related to Need 3) and which has some bearing here. As an example, early research on games such as PD assumed that trust was implicit in the likelihood of the other player's action choice. More recently, researchers have advanced past this. Now, trust in an agent is generally defined as agent A's perception that B will fulfill what it agrees to do, such as probability of success in completing an agreed-to action or standing by a position. Generally, this trust or success probability mechanism is computed from direct observation, history of behavior, and "reputation" reports from other agents, each of whom also are of varying trustworthiness. Often trust is computed as a simple quantified variable. Most recently, researchers are realizing this simple variable approach is inadequate. For example, a component of the trust mechanism must address how to update due to degree of success of a given agent, B, on an action just completed. For example, was success just a token amount, or was it resounding? And what about a failure beyond agent B's control or capability? Falcone & Castelfranchi (2004) who point out that for some uses, trust might be more properly managed via a cognitive attribution process which can assess the causes of a collaborator's success or failure. 

Likewise, they also raise the question of how placing trust in B might in fact alter B's trustworthiness to the better or worse. These suggestions are compatible with Simari & Parson's earlier suggestion that approaches are needed which describe how humans make decisions, though for different reasons. Clearly, this type of dynamic trust process modeling is a vital capability for agents operating in worlds where deception, bluffing, and manipulation are prevalent, as in the case of leader contexts. We also project the need for leader agents to have to dynamically maintain and reason about other observational data such as, to mention a few areas, on all their relationships, on their personal credibility in the eyes of other agents, and on “tells” that might give away when they are bluffing or being deceitful (Need 5).

Communicative and Plan Recognizing Agents - A related game-agent sub-community involves straddling the artificial intelligence and epistemological literatures in what is at times called nested intentionality modeling. In this type of approach one finds theories and implementations of agents attempting to move beyond just observing agents’ actions to also include the modeling of intentionality of the other agents in the game (supporting Need 4): e.g., see Dennett (1986). There is no known result as yet on how many levels of nesting are useful (e.g., A’s model of B’s model of A, etc.), although each level added will result in an order of magnitude greater execution time for the agents to model the intentions at that level. The community that models this problem is known variously as the intention modeling or plan recognition community. This is a nascent community, although some progress has resulted from the earliest days where it was claimed that the problem was NP-complete: Kautz & Allen (1986). Some researchers have advanced the field via formal methods such as POMDP, Distributed Bayesian Networks, etc. such that their plan recognizers tend to operate in polynomial space: Geib (2004). However, these tend to be for rather simple problems, such as 2 player games with minimal action choices. Other researchers have pushed the complexity to the O(linear) level primarily by focusing on descriptive heuristics relevant to the domain in which they work, rather than trying to apply complex, principled formalisms: e.g., see Kaminka & Avrahami (2004). It is this latter type of paradigm that we pursue in our own intention modeling, although we make use of Bayesian and subjective expected utility formalisms as well.
Another branch of this nested-intentionality community includes those that deal with communicative acts between self-interested but presumably rationalistic agents, often in game theoretic settings: e.g., see Grosz & Sidner (1990), or Bradshaw et al (1999). Illustratively, Gmytrasiewicz & Durfee (2001) demonstrate a system where agents are able to reflect on their own self-interest (utility of diverse actions), as well as on actions they can do alone and in concert with the other agents on a team. Agents also are able to model and reflect on the expected preferences of the other agents, and to model the likely impact of communicative acts on other agents’ preferences (i.e., speech acts include declarations of intent or knowledge, imperatives, acknowledgements, etc.) and on maximizing their own good.  While the idea that all agents are on the same team is naïve from a leader diplomacy and follower campaign perspective (Needs 1, 2, and 5), this literature serves as an existence proof that agent discourse and action choices can be guided by intentionality modeling.  The large agent communication literature also provides useful methods for speech act performative manipulation and management that we omit from the current discussion.

Videogame Leaders - Another branch of the AI community focuses on behaviors of videogame characters, another sub-community of interest in this survey. For the most part, AI in videogames is devoted to the use of finite state machines for low-level functions such as navigating, path finding, and personal combat tactics.  A small portion of this community focuses on what might be called “Leader AI” mostly for strategy games, but also role playing games and a few massive multiplayer online games. Most often these games have the player try to run a country or constituency in some historical era or in a fantasy or futuristic alien world. For example, the Civilization series of games, the Empire Earth games, Alpha Centauri, Rise of Nations, Galatic Civilizations, SimCountry, and so on. The leader AIs tend to be the opponent leaders and they fairly uniformly rely on simple rules buried in scripts to govern the branching of agent behaviors. The AI is there mostly to entertain the player, and rules are kept simple and pre-scripted, often with an easy to beat opponent for new players and a harder level to challenge better players (accomplished by making the AI omniscient). These AIs tend to be difficult to communicate with except in simple ways, are hard to make alliances with at anything but the highest levels, are incapable of carrying out coordinated efforts, and often are inconsistent. Hence, they become the target of advanced player contempt: e.g., see Woodcock (2002). The bottom line for the videogame community is that it does not pay to invest in leader AI beyond the minimum needed to engage the player (buyer), and there are many instances where this simple approach suffices to create enjoyable play and sufficient drama for entertainment purposes, keeping players engaged for many hours. That is a feat that none of the other communities can lay claim to, and if one is interested in player learning (as we are here), one cannot ignore this capability. However, even the videogame community realizes (e.g., see Kojima, 2004) that players continually demand better and greater entertainments, and significantly improved leader AI is an eventuality they must eventually reckon with if they are to provide dynamic (non-scripted), innovative gameplay as is offered in the approach described here.

Human Behavior Models - An important learning objective of our research program is to directly model and explore the underlying behaviors and motivations of leaders. For these purposes, we turn to a final agent sub-community -- that of the human behavior modelers. Like the videogame community, this community must attend to details needed to help agents to move about and interact in virtual worlds (e.g., graphics, kinesthetics, physics, navigation, and low level tactics), though often with far less glitz and 3-D effects. Unlike the game AI, human modeling invests in detailed modeling and simulation of individual agent’s decision and cognitive processes, and worries about accuracy and validity of the resulting behaviors (Need 6). This community eschews the rationalistic-normative paradigm of game theory, and instead often embraces an array of descriptive, naturalistic, or heuristic approaches to modeling human cognition and reasoning: e.g., see Pew & Mavor (1998). In much of this literature survey thus far we have repeatedly encountered the call for descriptive and cognitive human modeling approaches. For example, descriptive/cognitive approaches: (1) hold a better chance of converging in coalition games; (2) are more tractable for plan recognition/intentionality modeling; (3) offer improved mechanisms for the perception and reasoning about aspects of other agent behavior such as trust, relationships, and group membership choices; and (4) hold the promise to help agents move beyond surface features and explain their choices and behaviors. Despite these arguments for richer human behavior models, the human behavior modeling community does not hold a well developed approach to all these issues. There are some very widely used cognitive models (e.g., SOAR, ACT-R) that tend to be quite adept at certain processes but which ignore many other components of behavior and cognition. In a recent study drawn from this community and one of the principal agent frameworks adopted for our Leader AI, Silverman (2005), explains how he complements traditional models of cognition with a range of human performance moderators such as: for physiologic impacts (e.g., exertion, fatigue, injuries, stimulants, noise); for sources of stress like event stress or time pressure; and with models of emotion and affect to modulate expected utility formulations and to help account for cultural, personality, and motivational factors that impact upon leader-follower relations. Silverman also explores how macro-behavior (e.g., in collectives or crowds) might emerge during an event from individuals’ interactions and reactive micro-decisions. For the most part, the human behavior modeling field is so focused on other complexities that they often tend to ignore game theoretic modeling of the intentions of the other agents and/or of communicative acts. Leader models, however, could benefit from adding those perspectives to the in-depth agent behavior modeling as we shall describe in the current paper. Further, the human behavior modeling community is relatively new to the idea of modeling individual differences drawn from relatively validated and personality/culture models and instruments. That is a topic we turn to next.

2.2) Theories on the Psychology and Personality of Leaders 

Another important source of ideas for the modeling of leaders comes from the field of political psychology. While these are not implemented or operationalized agent models, they can be a source for creating agent frameworks with greater degrees of realism. In terms of leader theories that might impact the leader-follower game (Need 1), Chemers (1997) indicates that while the leadership literature often appears fragmented and contradictory, it can be summarized in terms of four dominant theories of leadership: Leader Trait Theory, Transaction Theory, Transformational Leader Theory, and Situational Contingency Theory. These leadership theories seek to stipulate the most effective leadership style and behaviors that a leader must perform well in order to be effective in a given situation. In essence, these theories tend to be normative and prescriptive.  From our viewpoint, there are two drawbacks with these approaches: 

1) In LeaderSim, the primary focus is on the inter-organizational relationships, the dynamics between leaders (Needs 2 and higher). In order to simplify computing, the resources such as zealous followers, general populations, military recruits, and such in LeaderSim are modeled by limited-reaction objects rather than by agents with fully adaptive capabilities. In this way, the leader can dynamically interact with their constituencies, but the reverse is not true.  However, most of the conventional leadership theories are based on leader-follower interaction, or intra-organizational foci. In that sense, one would not expect the transactional, transformational and contingency theories to be of prime importance to the current inter-leader modeling exercise. Nevertheless, our current LeaderSim agents include implementations of the relevant portions of the situational, transformational and transactional features as will be outlined in Section 3.

2) Rather than a prescriptive model of leader behavior, we are attempting to model world leaders as they are.  Thus a descriptive theory is desired.  As a result, we turn now to a descriptive theory of leader style, one that is measurable and has been fully implemented in our LeaderSim agent-based framework.

According to Hermann (1999, 1983), the particular leadership style that leaders adopt can affect the manner in which they deal with these problems and, in turn, the nature of the decision-making process. By leadership style, Hermann means “the ways in which leaders relate to those around them, whether those they lead or with whom they share power - how they structure interactions and the norms, rules, and principles they use to guide such interactions”. Some researchers (Barber, 1977) believe that leadership style is significantly influenced by those behaviors that were successful in the past and useful in securing the leader's first political success. Successful strategies subsequently get reinforced over time as the leader repeatedly relies on them to solve problems.  

After two decades of studying over 122 national leaders including presidents, prime minister, kings, and dictators, Hermann (Hermann 1999), has uncovered a set of leadership styles that appear to influence how leaders interact with constituents, advisers, or other leaders. Knowledge about how leaders react to constraints, process information, and are motivated to deal with their political environment provides us with data on their leadership style. Hermann determined that the traits in Table 1 are particularly useful in assessing leadership style. 

In Hermann’s profiling method, each trait is assessed through content analysis of leaders’ interview responses as well as or other secondary sources of information. Hermann’s research also has developed methods to assess leadership at a distance, based mostly on the public statements of leaders. While both prepared speeches and statements from interviews are considered, the latter is given preference for its spontaneity. The data is collected from diverse sources, usually as many as 50 interviews, analyzed or content coded, and then a profile can be developed. These are then compared with the baseline scores developed for the database of leader scores. Hermann (1999) has developed mean scores on each of the seven traits. A leader is considered to have high score on a trait, if he or she is one standard deviation above the average score for all leaders on that trait.  

Table 1 – The Seven Traits of the Hermann Leadership Style Profile

	1. Belief that one can influence or control what happens, 
	Combination of the two attributes (1) and (2) determines whether the leader will challenge or respect the constraints. 

	2. Need for power and influence, 
	

	3. Conceptual complexity (a form of IQ), 
	Combination of the two attributes (3) and (4) determines how open a leader will be to information. 

	4. Self-confidence, 
	

	5. Task Vs Relationship Focus: The tendency to prefer problem-solving functions to those involving group maintenance and relationship fostering, dealing with others' ideas and sensitivities. 
	Hermann expresses the two distinct leadership functions as a continuum between two poles: 

· Moving the group toward completion of a task (solving problems) and 

· Maintaining group spirit and morale (building relationships).  

	6. An individual's general distrust or suspiciousness of others
	The extent of their in-group bias and general distrust of others provides evidence concerning a leader’s motivation, particularly whether the leader is driven by: 

· perceived threats or problems in the world, or 

· perceived opportunities to form cooperative relationships. 

The leader’s outlook about the world and the problems largely determines the confrontational attitude of the country, likelihood of taking initiatives and engaging in sanctions. 

	7. The intensity with which a person holds an in-group bias. 
	


In our LeaderSim personality model, we adopt Hermann’s traits (Table 1) with the following changes:  

· simplified traits 3 and 4 by using Openness-to-Information directly rather than as a combination of conceptual complexity and self confidence. 

· After discussions with Sticha et al. (2001), we added one further trait, namely Protocol Focus vs. Substance Focus as a continuum to describe the leader’s penchant for protocols (e.g., state visits or speech acts such as religious blessings) as opposed to taking any concrete actions.

Using the Hermann framework one could populate a game with real leader profiles provided the profiling were done properly (Learning Objectives plus Need 6). Thus, for example, one could determine which leaders tend to be deceitful vs. honest. Specifically, the leader with low belief in control (trait 1) but high need for power (trait 2) tends toward deceit, while the leader with high trait 1 and high trait 2 tends toward accountability and high credibility. Likewise, the same could be done for the other traits (and our new trait of protocol vs. substance), as we will demonstrate in Section 4 for a historical re-creation scenario. 

3) Leader Agent Model

In the effort to create Leader Agents, we have assembled a paper-based role playing diplomacy game called LeaderSim. The goal of the game is to help players to experience what the actual leaders are going through, and thereby to broaden and deepen their understanding, help with idea generation, and sensitize them to nuances of influencing leaders in a given scenario. The computer implementation of the game is being developed as a distributed multi-player game architecture. The operations concept, as Figure 2 shows, is that this could be played by one human on one PC with all the others simulated by artificial intelligence (AI), or all leaders could be human players at remote stations (no AI), or any combination in between of humans and AI, including all AI.
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Figure 2 – LeaderSim: a World Diplomacy Role Playing Game for Humans or Agents

In the LeaderSim game, we consider a world made up of abstract territories, each of which has a constituency with resources categories. Each leader/player gets to own a constituency which may or may not be shared with other leaders in the same territory. Constituencies are marked up according to identity theory with the features and expectations of the leader’s constituency (e.g., actions and leaders that the constituency favors or opposes). Resources such as people, economy, media, authority, mass communication channels, emissaries, military, extremists, etc. constitute the constituency. Resource levels are represented by tokens (bingo chips) that may be used to pay for various actions one wishes to perform in the world.  This resource-action-token representation provides an extremely concise, yet flexible and powerful way of describing scenarios and for carrying out game strategies.  Adopting this formalism has allowed us to elicit and represent much of the complexity of situations that are difficult for experts even to verbalize. In all there are nearly 100 possible actions in the current version of LeaderSim, each of which has rules which identify action applicability, costs, and constraints (e.g., use x economy tokens to pay for amassing and mobilizing the military, or ‘tap’ an emissary token to pay for making a state visit). The rules govern the spending (tapping) and replenishment (untapping) of tokens (it’s a zero sum game), how to grow your assets and expand around the globe, how your actions affect other players, ways to defend against attacks, what may be done during communiqués or summits, how espionage works, the carrots or benefits you can offer other leaders, and so on. Despite their only being 100 possible actions, the choice set rapidly explodes to intractability when one considers the array of possible targets, multiple ways one can pay for any given action, and the various levels one can choose to do an action at. Thus, the "optimal" path through a game or scenario requires the use of heuristics, a number of which we explain in this section.
In general, when humans play the game, they rapidly evolve a portfolio of strategies that they tend to pursue asynchronously and in parallel, where a strategy is a high level goal that might be implemented by any of a number of alternative actions. An ‘action’ is defined as a sequence of low level moves governed by the rules of the game. There are only a few moves (e.g., tap/untap tokens, re-assign tokens to resources, etc.). This portfolio or strategy-action-move hierarchies tend to reflect the culture and personality of the leader in a scenario as they attempt to navigate the ‘game’ against the other players. For the AI to be able to replace a human player and to assemble and manage a portfolio in a way as to reasonably emulate a world leader, a number of components are required in the mind of the agent as shown in Figure 2, and as the next few subsections amplify. 

In particular, Figure 2 shows an agent’s mind as consisting of 3 boxes and 3 clouds. The bottom box is labeled PMFserv. Performance Moderator Function Server (PMFserv) is a human behavior modeling framework that manages an agent’s perceptions, stress and coping style, personality and culture, and emotional reactions and affective reasoning about the world: Silverman et al.(2001, 2002a,b, 2004a,b, 2005). As mentioned at the end of Section 2.1, PMFserv was constructed to facilitate human modeling and the study of how alternative functions or models moderate performance. In Section 3.1, the primary new model that is being added and tested within PMFserv is the idea of leader personality as motivated by the modified Hermann profiling approach presented above. In Section 3.2 and 3.3, we explain how MetaMind further extends PMFserv in the direction of look-ahead, nested intentionality decision-making and for discourse management.

3.1) Agent Personality, Emotions, Culture, and Reactions
In LeaderSim, each leader is modeled with his/her cultural values and personality traits represented through Goals, Standards and Preferences (GSP) tree nodes with Bayesian importance weights. These are multi-attribute weighted value structures evolved within the PMFserv framework. A Preference Tree is one’s long term desires for world situations and relations (e.g., no weapons of mass destruction, stop global warming, etc.) that may or may not be achieved in the scope of a scenario. In LeaderSim agents this translates into a weighted hierarchy of territories and constituencies (e.g., no tokens of leader X in resource Y of territory Z). When faced with complex decision spaces, different individuals will pursue different long-term strategies which, mathematically, would be very difficult to compare objectively.  Chess players, athletes, and scientists develop their own styles for solving the types of problems they encounter.  We make use of the preference structure of an agent to account for much of this.  For example, one can say that a particular chess player likes or is comfortable with certain configurations of the pieces on the board.  This allows for the expression of long-term strategic choices that are simply a question of style or preference as to how the world should be.
The Standards Tree defines the methods a leader is willing to take to attain his/her preferences. Following from the previous section of this article, the Standard tree nodes are mostly Hermann traits governing personal and cultural norms, plus the additions of protocol vs. substance, and top level guidelines related to Economic and Military Doctrine. Personal, cultural, and social conventions render inappropriate the purely Machiavellian action choices (“One shouldn’t destroy a weak ally simply because they are currently useless”).  It is within these sets of guidelines where many of the pitfalls associated with shortsighted AI can be sidestepped.  Standards (and preferences) allow for the expression of strategic mindsets.  When a mother tells her son that he shouldn’t hit people, he may not see the immediate tactical payoff of obeying.  However, this bit of maternal wisdom exists and has been passed down as a standard for behavior precisely because it is a nonintuitive strategic choice whose payoff tends to derive from what doesn’t happen far into the future as a result.  Thus, our framework allows our agents to be saved from their shortsighted instincts in much the same way as humans often are.

Finally, the Goal Tree covers short-term needs and motivations that implement progress toward preferences. In the Machiavellian and Hermann-profiled world of leaders, we believe the goal tree reduces to a duality of growing vs. protecting the resources in one’s constituency. Expressing goals in terms of power and vulnerability provide a high-fidelity means of evaluating the short-term consequences of actions. 

With GSP Trees thus structured, we believe it is possible to Bayesian weight them so that they will reflect the portfolio and strategy choices that a given leader will tend to find attractive, a topic we return to in Section 4 of this write-up.  As a precursor to that demonstration and to further illustrate how GSP trees represent the modified Hermann profiles, consider the right side of Figure 3. There we see the weighted GSP tree of Richard the Lionheart. Section 4 discusses how the weights were derived. Here it is more important to note how the G-tree covers the power vs. protect trait. Beneath each subnode that has a + sign, there are further subnodes, but under the G-tree (and P-tree) these are just long sets of constituency resources with importance valuated weights and hence they aren’t show here. The standards or S-tree holds most of the other Hermann traits and their important combinations, such as traits 1 and 2 that combine to make the four subnodes covering all possibilities of Belief in Control vs. Need for Power. Likewise, there are subnodes for the intersection of  In Group Bias vs. Degree of Distrust. Openness, as mentioned earlier, is a direct replacement for two other traits, while task vs. relationship focus is also supported. The modifications to Hermann show up as the protocol vs. substance subnodes and the key resource specific doctrines of importance to that leader. In Richard's case, the G-tree weights show he leans heavily toward power and growth which is also consistent with his P-tree weights on his own resources. His standards reveal him to be Hi BnC - Hi N4C, Hi IGBias - Hi Dtrust, Low Openness, substance- and task-focused, and favoring asymmetric or non-conventional attacks (he did slaughter thousands of unarmed townsfolk). 
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Figure 3 – GSP Tree Structure, Weights and Emotional Activations for Richard the Lionheart While Sieging and Ransoming the Town of Acre During the Third Crusade

Just to the left of the weight value on each node of the GSP trees of Figure 3 are two "reservoirs" that reflect the current activation of success and failure of this node, respectively. These reservoirs are activated and filled by events and states of the game world as observed by the agent. In Section 3.1.4 we address more fully where the activations come from. For now we simply notice how they spread. In general, we propose that any of a number of k diverse activations could arise with intensity, ξ, and that this intensity would be somehow correlated to importance of one’s GSP values or node set (GSP) and whether those concerns succeed or fail for the state in question.  We express this as  
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Where,

ξk ( ξk(
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) = Intensity of activation, k, due to the bth state of the world.

Jk = The set of all agents and objects relevant to k.  J1 is the set consisting only of the self, and J2 is the set consisting of everyone but the self, and J is the union of J1 and J2.
W(
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) = Weighted importance of concern V to the agent.

V = The set of goals, standards, and preferences held by the agent.

 (rj)
= A function that captures the strength of positive and negative relationships one has with agent or object j that are effected or spared in state b.

ζ(v) = degree of activation for a goal, standard, or preference
 = A function that captures temporal factors of the state and how to discount (decay) and 

merge one’s GSP activations from the past (history vector), in the present, and for the future  

It is important to note that the weights adhere to principles of probability; e.g., all child node insights add to unity beneath a given parent, activations and weights are multiplied up a branch, and no child has multiple parents (independence). Although we use fixed weights on the GSP trees, the reservoirs serve to render them dynamic and adaptive to the agent's current needs. Thus, when a given success reservoir is filled, that tends to nullify the importance of the weight on that node (or amplify it if the failure reservoir is filled). In this fashion, one can think of a form of spreading activation (and deactivation) across the GSP structure as the scenario proceeds. 

According to current theories (Damasio, 1994; Ortony, Clore, and Collins, 1988; Lazarus, 1991), our emotions are arousals on a set of values (modeled as trees) activated by situational stimuli as well as any internally-recalled stimuli.  These stimuli and their effects act as releasers of alternative emotional construals and intensity levels.  Emotional activations in turn provide somatic markers that assist the agent in recognizing problems, potential decisions, and actions.  According to the theory, the activations may variously be thought of as emotions or utility values, the difference being largely a matter of semantic labeling.

Also according to theory, then, simply by authoring alternative value trees, one should be able to capture the behavior of alternative “types” of people and organizations and predict how differently they might assess the same events, actions, and artifacts in the world around them.  

There are several emotion models from the psychology literature that can help to provide greater degrees of detail for such a model, particularly a class of models known as cognitive appraisal theories.  These include the models mentioned earlier, Ortony, Clore & Collins et al. (1988), Roseman et al (1990), and Lazarus (1991), that take as input a set of things that the agent is concerned about and how they were effected recently, and determine which emotions result. Most of them fit into the structure of equation 2.0 but they have different strengths to bring to bear. At present we have decided to pursue the OCC model (Ortony et al., 1988) since in the OCC model, if one can define GSP trees, there are 11 pairs of oppositely valenced emotionally labeled activations (k). It takes 11 pairs of emotions to cover the different cases of emotions about each of the G, S, and P trees. Pairs exist and are oppositely valenced to cover the success or failure of the action upon that tree. Further, some of the pairs are emotions about one’s own actions and how they cause success or failure of one’s own GSP tree nodes, while other pairs are labelings of how the actions of other agents cause success or failure of one’s own GSP tree nodes. Depending upon the relationship between oneself and the other agents, the emotional intensities and valences will be affected. The top left of earlier Figure 3 shows many of these GSP emotion categories and some activation levels for Richard just after deciding to seize the town of Acre on the way to Jerusalem. 

Elsewhere we provide in-depth accounts of thee emotion pairs for diverse individuals (e.g., Silverman et al. 2002a,b, 2004a,b) and return to this topic in Section 3.

3.2) Agent Decision Making

Let us turn to an intuitive overview of the capabilities MetaMind adds to the perceptions of the LeaderSim agents. Through MetaMind, each leader agent seeks to model the goals, standards, and preferences of other leaders to the best of its ability, using starting assumptions (mirroring) updated by observation. It does this so that its subjective expected utility algorithm can determine the likely next moves of the other players it is most threatened by and/or most hoping to influence. Throughout, a given leader agent tracks who are allies/enemies of each other and of itself, tallying things like trust (favors done for others), and monitoring all resource levels to try and use the actions to achieve the long term Preferences on that leader’s P tree, as modulated by the actions of other leaders and by its standards on its S tree. These standards determine in part if a given Leader tends to play short term Tit-for-Tat, Altruistic, Long-Term Oriented, InGroup-Biased, and so on. 

A specific example of how MetaMind extends PMFserv is for the computation of preferences in the P tree of a given agent. Recall that the preference tree holds the leader’s ideal distribution of resources in different territories for itself and for each of the other leaders as well as the beliefs about the relationship commitments and trust in each leader. In PMFserv, agent preferences are expressed simply as a desire to see as many or as few of a certain player’s tokens on a certain resource as possible.  For example, a typical preference might be expressed as “I want to eliminate the Emir's armed forces in Acre.”  In MetaMind, we can examine the number of tokens (cost, C) and determine the degree ζ to which a preference is currently fulfilled according to the following formula:
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where wi is a weight ranging from -1 to 1 describing the degree to which the agent wants to grow or eliminate the number of tokens C from this resource. This simple formula provides PMFserv with a concept of P-Tree achievement, almost like a P-Tree reservoir that is filled or drained as the world evolves. 

Another example exists in how MetaMind assesses the Goal Tree values for PMFserv. Central to a given leader’s G-Tree reasoning is its perceptions of who threatens it and/or whom it’s vulnerable to. Likewise a given leader may be equally interested to estimate who can it influence to best increase its resource assets and thereby its power in the world. Obviously, GSP tree weights will govern how aggressively a given leader pursues each of these vulnerability vs. power concerns, however, we assume that all leader agents need to be able to compute how vulnerable and/or powerful they are at each turn of a game. Since the game rules define precisely which resources can be used to take hostile actions against which other resources, MetaMind can derive a measure of a player’s vulnerability directly from the state of the game world and the rule set.  Intuitively, by factoring vulnerability into the world utility calculation, an agent can avoid world configurations in which another is poised to conduct a devastating attack.  Adding border defenses, stocking up on supplies, and pulling money out of the economy can all be viewed as behaviors motivated primarily by vulnerability management.

The vulnerability formula (β ) works by generating the percentage of a given player’s tokens that can be expected to be lost to a given player in the coming round of attack actions (ai).  For each hostile action (
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) that can be initiated by another player (g), the number of tokens available to attack and defend is tallied.  From this the probability of victory is determined, and then multiplied by the percentage of tokens vulnerable to this attack versus the total number owned by the vulnerable player in each resource category.  This is the expected percentage of tokens to be lost if this attack occurs in the next round.  The maximum over all attacks, then, gives this player ℓ’s vulnerability score β to player y.
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Agents who purely manage vulnerability, while interesting in their behavior, are not entirely realistic.  Human players tend to balance vulnerability against its inverse, power.  Where vulnerability measures the expected number of tokens a player can lose to other players in the coming round, power measures the expected number of tokens a player can take from others.  The calculation of the power heuristic is exactly the opposite as for vulnerability.  Player A’s vulnerability to Player B is the same as Player B’s power over Player A.  


Taking the leader’s perceived difference between power and vulnerability provides a surrogate for the leader’s overall sense of utility of the current state of the world relative to his preferences:
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Having calculated power, vulnerability, and preference and standard achievement, MetaMind can next turn to how an agent calculates the utility of a given configuration of the game world and determine the portfolio of strategies-moves-actions that best maximize that agent’s GSP Tree values.  

The PMFserv serves as the point where diverse GSP personality and cultural value sets, stressors, coping style, memories, and perceptions are all integrated into a decision for action (or inaction) to transition to a new state (or remain in the same state).  The agent seeks to traverse a hierarchical and multi-stage state transition network which is the set of nested games such as the ones depicted partially in earlier Figure 1. In order for the agent to be aware of this network, one would need to place it into the agent’s working memory as G(A,C), a portfolio of possible strategies-moves-action sets that a given class of agent might wish to work its way through as the game unfolds. 

In essence, at each tick of the simulator’s clock, each agent must be able to process the following information: current state name (or ID); stress-based coping mode (Ωi where i = 1,5); currently afforded transitions and what actions might cause those state transitions 
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 (GSP, Ω)); stress-based coping level (i where i = 1,5); and subjective desires for each state based on weightings on that agent’s GSP trees.  Using all of this information, the agent must select a decision style () and process the information to produce a best response (BR) that maximizes expected, discounted rewards or utilities in the current iteration of the world.  Elsewhere we explain the impact of stress levels or  on GSP, : see Silverman (2005). In the current paper, we focus on how the GSP trees impact decision style. The decision module is thus governed by the following equation:


[image: image11.wmf])

b

(

pr

)

b

(

U

)

a

(

EU

Max

Ba

b

*

=

å

Î

l






[6]




Where,

a 
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GSP, {.} =  as defined below for the alternative values of GSP and 

pr(b)
= probability of action a leading to state b
uℓ
= from equation 12
A(GSP)  = action set available after GSP and stress-constrained perception

This is nothing more than a personality and stress-constrained subjective-expected utility formulation with an individualized decision processing style function, GSP, . When contemplating a next action to take, the agent calculates the utility activations it expects to derive from every action available to it, as constrained by perception and decision style.  We assume that utilities for next actions, ak, are derived from the activations on the GSP trees in the usual manner as in  Silverman, Johns, et al. (2002a, b) and as recapped in Section 3.1. Utility may be thought of as the simple summation of all positive and negative activations for an action leading to a state. Since there will be 11 pairs of oppositely valenced activations in the model, we normalize the sum as follows so that utility varies between –1 and +1:
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The utility term, in turn, is derived dynamically during each iteration from a construal of the utility of each afforded action strategy relative to that agent’s importance-weighted Bayesian value ontologies (GSP trees) minus the cost of carrying out that strategy.

3.3) Formulating Speech Acts

A large part of the value of our paper-based multiplayer game comes from the interaction among players.  Indeed, while the game mechanics provide a concrete scenario with quantified parts, it is the interpretation of board configurations and resulting relationships among players that are of primary importance.  A large part of this interaction concerns the communicative acts and conversations that ensue. 

Our first steps at addressing this involved no artificial intelligence at all, but rather involved attempts at imposing a restricted vocabulary on human players.  The purpose of this was twofold:  first, gameplay was significantly slowed by the processes of writing notes and holding unrestricted conversations; and second, we hoped that imposing such a restriction on human players would smooth the seams between unrestricted human conversation and an artificial intelligence system.  Since the game deals with a specific set of resources and actions, the vocabulary involved is naturally limited, and patterns were evident in our logs of unrestricted human play.

However, our initial attempts met with considerable resistance from players.  Every variation of reducing communications down to simple predicate-logic style statements led frequently to half-filled out forms with natural-language notes written in the margins.  Players, we found, were not able to say precisely what they wanted to say despite having all of the game terms available.  Interestingly, though, it was usually not the case that a player would want to express something that the vocabulary could not cover.  Instead, players found the available vocabulary to be too specific and unsupportive of the types of ambiguous statements typical of a negotiation process.  While it is easy to pledge one’s support of another’s cause, it is rare that one would want to quantify the exact terms of such support immediately.  Ambiguity, we have found, is the most common and, perhaps, the most powerful form of deception in these situations.

Another finding was that we could sort the hundreds of speech acts across several dozen sessions into a rather simple taxonomy consisting of agreements, threats, and statements of motivation

1) Agreements are proposed lists of actions for several parties.  The offering agent devises this list, and submits it to all other involved agents for acceptance or refusal.  If all parties accept, a contract is formed.  Agreements are composed of both promises to perform certain actions as well as promises not to perform certain actions in the future.  For example, “I will give you my lunch money if you stop punching me” is a potential agreement.

2) Threats are similar to agreements, but rather than striving for mutual benefit, a threatening agent instead gives another player a choice between two distasteful acts.  Threats take the form “I will Ax unless you Ay”, and can be evaluated according to whether Ax or Ay is worse to suffer.  

3) Statements of Motivation are attempts at clearing up potential misconceptions that can occur as a result of one’s actions.  Currently, motivational statements take the form “I want to [grow/destroy/ignore] Lx’s Ci”, where Lx is a leader and Ci is a resource belonging to Lx.  A motivational statement is helpful when an agent suspects that another has misinterpreted the motivations behind a certain action, and that this misinterpretation has reduced the overall utility of the game configuration for this agent.  For example, suppose agent Lx robs Ly’s convenience store.  Agent Lx might find it helpful to mention, during the robbery, that it is being done strictly for the money and not because of any personal grudge or desire to destroy the store.

The space of possible speech acts at a given point in the game is extremely large due to the large number of variations on each action.  An opponent may not care if we threaten to conduct a conventional attack at strength one, but a slightly stronger attack may cause great concern, and an attack at maximum strength might overstretch our resources, making us vulnerable to a devastating counterattack and thus causing our opponent to actually want us to attack as such.  We therefore need to consider not only the various levels of strength at which we can conduct an attack, but also all of the various combinations of resources that can be pooled to achieve this strength

To consider multiple actions in sequence, as must be done to formulate agreements or threats, the search space explodes exponentially, which is discouraging indeed.  Worse yet, agreements can potentially involve arbitrarily-sized lists of actions.  We therefore will make use of heuristics to guide the search through action sequences.

In order to make decisions about speech acts, MetaMind agents require certain information about the other players of the game.  Specifically, one agent needs to be able to evaluate an action from the perspective of another.  We accomplish this by modeling the utility functions of other agents as derived from their goals, standards, and preferences.  Models are initialized through a “mirroring” process, where agents assume that the motivations of other agents are similar to theirs.  As implemented, this involves copying GSP trees and swapping names where appropriate.  For instance, if Lx wants to destroy Ly’s armed forces, Lx assumes that Ly wants to destroy Lx’s armed forces as well.  

These assumptions are modified as actions take place as follows.  Suppose leader Lx performs an action Ay:

· For each resource Ci, determine whether Ay has increased or decreased its vulnerability 
· If Ci is less vulnerable, he must want to protect it

· If Ci is more vulnerable:

· If Lx owns Ci, he must not value its protection

· If Lx does not own Ci, he must want to destroy it

These simplistic assumptions are sufficient to exercise our communication system and to permit MetaMind to compute the expected utility agreement, threat and/or motivation statements.  Due to space limits, we will explore how this works for threats alone.  Specifically, the simplest speech act to formulate is the threat.  Threats involve two parties: the threatening agent (L1), and the threatened agent (L2), and consist of two parts: the desired action on the part of the threatened party (a1), and the action to be carried out by the threatening party if the other fails to comply (a2).  The former can be determined by examining the situation of ℓ2 from the perspective of ℓ1.  If ℓ2 can perform an action of higher utility to ℓ1 than could be done unilaterally, it is worthwhile to search for actions that can induce ℓ2 to perform it.  To do this in the case of threats, we then search for actions that ℓ1 can perform, minimizing the utility to ℓ2.  This allows us to calculate the utilities of heeding and ignoring the threat for both parties.


Uheed = EU(a0(ℓ1), a1)
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Uignore = EU(a2, a0(ℓ2))
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where a0(ℓ1) and a0(ℓ2) are the unilaterally chosen actions for ℓ1 and ℓ2, respectively. If the utility of heeding the threat is greater than ignoring it for both parties, the threat is worth carrying out.

4) Results to Date

The previous section delineated the human behavior model of leaders in terms of PMFserv and MetaMind. Here we turn to an examination of how these two components work in practice. They are still both in development as a LeaderSim toolset, though PMFserv is a mature piece of code on its own. The results about to be presented serve several purposes. First they are part of a test as to whether we can implement the Hermann framework with any success. Also, these results provide insight into what is needed as next steps. Lastly, these results help to provide some early insights about how to go about testing the correspondence of the LeaderSim to reality. 

4.1 Historical Leader Modeling
Historical leader modeling is useful to help exercise the agent model and to elucidate some of the model validation issues. A difficulty arises because the data for modeling and simulation of historical human behavior is likely to be available as empirical or narrative materials. A suitable personality and cognitive structure as well as the parameter values must be derived from these materials in a defensible manner. There must be provision to handle the uncertainty in the data, and design must minimize human errors and cognitive biases. These are not only novel, but also non-trivial undertakings. 

Let us consider how this applies to the particular case investigated, that of the Third Crusade. The reader may recall. The Third Crusade, 1189-92, followed on the capture (1187) of Jerusalem by Saladin and the loss of the Second crusade. The Third crusade was preached by Pope Gregory VIII but was directed by its leaders: Richard I (Lionheart) of England, Philip II of France, and Holy Roman Emperor Frederick I.

For the sake of KE, the accounts of the Third Crusade were separated into two phases: training data and test data. Specifically, the events and scenarios in the town of Acre were set aside for validation. The remaining evidence, particularly those related to the early phase, beginning with the Pope’s speech, was used to instantiate the model (training data). 

For the Third Crusade, the data is available as empirical, narrative materials consisting of a body or corpus of many statements of biographical information, speech (by the Pope), and historic accounts. Obtaining the input involved extracting information from these anecdotal sources to determine the weights on the GSP trees for each leader (Maalouf, 1985; Reston, Jr., 2002; CLIO). Given that we don't have the speeches and interviews (nor are we trained in Hermann’s profiling process), we have taken some liberties and shortcuts for GSP tree calibration. For example, we had consolidated and organized all available information through a modified content analysis process by classifying  into textual passages different themes that match the branches of the GSP tree, and collect related (similar or identical) themes together. 

The weights of the nodes are semi-quantitatively assessed against every other sibling node at the same level. The details of specific techniques such as pair-wise comparison process for weight assessment, content analysis for organization of literature, and differential diagnosis for making sure that alternatives hypothesis are being considered while assessing can be found in the dissertation (Bharathy, 2005). 

In addition to the specific leader agents (Richard, Saladin, Philip, Emir of Acre, etc.), a broad list of agents and objects were created. The inventory of objects contained not only physical objects such as people, military etc., but also composite (e.g. city) and conceptual (e.g. ransom, etc) objects.  Every object (including agents) has a set of perceptual types that describe the variety of stereotypical views (perceptions) of that object available to other agents. A list of perceptual types for each object or agents was identified. An agent will only be able to perform an action if that action is made available to it by an object in the scenario.  It is helpful to specify the full list of objects and perceptual types, although they can be added later. A perceptual type is marked up with affordances, which are actions that can be taken on each object, and the consequences of that action on the respective objects. The consequences are represented as the change to the object or the agent taking the action as well as the valence and intensity impacts those actions afford to the relevant leaf nodes of a given leader’s GSP trees. 

These are essentially a collection of building blocks for the world. The remarkable feature is that the higher-level story emerges as the agents make decisions with ‘bounded rationality’ to maximize subjective utilities, interacting with the world of objects. The story is never scripted. 

Turning now to the test data set from the Third Crusade one can see if the leader agents step through the scenario in a fashion similar to what actually happened.  The emotional reactions of the leaders, along with the decisions they chose to carry out, are shown on the right side of Figures 6-9. Here we observe Richard on his way to Jerusalem with no plans to deviate,noticing the weak and rich target of Acre along the way,  laying siege to the city of Acre, being offered ransom from the Emir, his initial acceptance of the ransom offer and the subsequent takeover of the city of Acre by Richard, failure of the negotiated settlement between Richard and Saladin, and finally the tragic massacre of all citizens of Acre carried out by Richard in retribution. This mimics the actual course of events in history. As a result, the leader agents have been put through a successful face validation, and they have performed satisfactorily in most regards. 

Repeating the simulation runs with slightly altered GSP tree weights and/or object affordances reveal that once the siege is laid and the negotiation is complete, the course of history takes different possible paths (in fact, this could happen right from the beginning), giving rise to several possible futures (counterfactuals). In some cases, Richard releases the prisoners, or moves on to do other things. In other cases, Richard proceeds to execute them. 

	Figure 6 – Richard’s Emotion Panel on seeing Acre (easy target)
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As a weak and prosperous city, Richard has selected Acre as the target. Although there would be minor military losses, the gain in authority and riches would be worth it. The land itself, in this far out place, is of no consequence of Richard.
	Figure 7 – Emir’s Emotion After Successfully Concluding Negotiations to get Richard Agree to Ransom
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Emir is happy that although his land is lost, he is able to protect the military and people, and hence his authority in exile. Emir has been portrayed as a man who does not believe that he is control of the world. Nor does he have significant need for power. Emir finds his standards also being satisfied by this action.

	 Figure 8 – Richard’s Emotion on being disappointed with ransom settlement 
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Richard receives the ransom settlement, only to find that it is unsatisfactory and feels deceived.
	 Figure 9 – Richard’s Emotion Panel as he orders Execution of Prisoners
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In one of the futures (in this case, actual history), Richard executes the people despite Emir’s attempt to stop this from happening. In another counterfactual, Richard captures Emir himself. During massacre, some of Richard’s standards fail, but there were other considerations that override this failure.


4.2) Fictional Zero Sum Game

Leaving the past and turning to another test, we configured a game involving 3 leader agents, each in charge of a territory containing three resources (economy, people, and authority or military).  There are three moves (tap, uptap, reassign tokens across resources) and five actions (threaten, offer an agreement, accept an offer, attack-with-army, asymmetric-attack-with-people, economic-attack, and defend). 

The starting scenario consisted of Yellow Land or Leader (Yellow-L) being better endowed with resources than Red-L and Blue-L. The Goal Tree of each leader is to increase its own power (grow) and reduce its vulnerability (protect) with respect to each available resource. The Yellow-L Preference Tree causes that leader to grow his own resources and not be very mindful of the neighbors or opponents. However, Red-L and Blue-L, in addition to growing their own resources, have Preference Trees for eliminating the Yellow-L. For the sake of simplicity, the Standards Trees are omitted from each leader so they will less constrained in following their Preferences. Some salient outcomes of the simulation of the game have been discussed below. 






	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	




In this discussion, the longitudinal plots show the strength of resources over time (turns are a surrogate for time). Being stochastic systems, repeating the runs of the game with identical starting conditions such as above can produce different results due to chance and randomness of action outcomes. The outcomes (I, II, III & IV), in the Figures 10A-D are four of these runs illustrating four possible futures from the same starting conditions. In these four cases, the communication between the leaders was restricted to just revealing their motivations. 
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Figure 10A: Resources vs. Turns for Outcome I 
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Figure 10B: Resources vs. Turns for Outcome II
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Figure 10C: Resources vs. Turns for Outcome III
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Figure 10D: Resources vs. Turns for Outcome IV


Without actually carrying a rigorous sensitivity analysis, it would be difficult to make conclusions about the results that have any statistical significance. However, some salient features have been observed repeatedly that we comment upon here. 

Based on observations thus far, we find that yellow is conquered by its opponents more than half the time (with yellow managing to survive in other outcomes such as in Figures 10 C & D). The loss to Yellow-L (the frequent target) does not occur without considerable loss to either Red-L or Blue-L (aggressors who want to see yellow out in all outcomes, such as shown in Figures 10 A-D.). The resource level of the leaders, particularly the one who is carrying out the campaign of attacks against yellow), also shrinks significantly, or is eliminated, while that of the other surviving leader, is able to grow in the absence of competition.

Figures 11A-D illustrate (using Outcome of Fig. 10A) the type of parameters that are tracked and available for inspection. They include (but are not limited to) Vulnerability, Power, Utility, Error of Impression of the Opponents’ Preference Tree, and Preference Achievement. 

In the runs shown so far, the Leaders could only communicate their motivations to each other (using speech acts that accompany their turn). The next two runs provide a sense of what type of results occur when communications are enhanced. Here, the leaders are allowed to formulate and utter speech acts that include threats and agreements, in addition to motivations, resulting in the following differences in the outcomes (see Figures 12A & B). [Note: Number of Agreements and Motivations are not tracked.]
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Figure 11A: Utility vs. Time

The utilities resulting from selected actions have been mapped for each of the leaders. For Yellow-L, the utility of the game configuration is near zero due to the shrinking of his resources.  For Blue-L, the utility is higher because he was able to grow and prosper, as well as satisfy his long-term preference to see yellow subdued, if not eliminated. Red-L is driven to the brink of extinction early on, and suffers a big dip in utility as a result.  This number fluctuates considerably as Red’s resources are allocated and become available again for defense, causing Red to alternately be completely vulnerable to attack and somewhat able to defend. 
	[image: image23.wmf]0

0.1

0.2

0.3

0.4

0.5

0.6

Turn

Yellow

Blue


Figure 11B: Impression Error vs. Time

How well Red-L has been able to assess the goals and preferences of the opponents is given by the impression error for Red Land. By mirroring, Red-L is consistently able to assess the compatible nation of Blue-L well, but suffers from significant error when it comes to assessing the goals and preferences of Yellow-L. This misinterpretation leads to unnecessary perception of vulnerability to Yellow, a paranoia that has been mutually detrimental to both perceiver and perceived. The Yellow-L too, by mirroring Red-L and Blue-L, fails to take their hostility into account and suffers for that error.
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Figure 11C: Power vs. Time

The above figure shows the rise of Blue-L and the fall of Yellow-L and Red-L. 
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Figure 11D: Preference Achievement vs. Time

This shows how much the preferences are satisfied for each of the leaders. Yellow-L’s low and declining preference achievement is understandable in a world of conflict. It is also obvious that blue achieves its preference for growth as well as elimination of Yellow-L. High preference achievement for Red-L, despite its loss of resources, is explained by high weight that Red-L places on elimination or subjugation of Yellow-L, even if at the cost of his/her own sovereignty.
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Figure 12A: Resources vs. Time with Moderate Communication (Leaders can Threaten Each Other and Reveal Motivations)

	[image: image27.wmf]0

10

20

30

40

50

60

1

21

41

61

81

101

121

141

161

Turn

Resources

Blue

Yellow

Red


Figure 12B: Resources vs. Time with Enhanced Level of Communication (Leaders Can’t Threaten, but Can Form Agreements to Cooperate, and Reveal Motivations)



Figure 12A shows that when the leaders are allowed to threaten each other, Yellow-L, the most powerful leader, is able to maintain its position through arm-twisting, protection rackets (see below), and other threats. It is not clear that this holds true for all cases, and further runs are warranted to determine the significance here. In Figure 12B, the leaders are allowed to form agreements to cooperate, and also to defect from (or renege on) those agreements. In this particular run, all three leaders appear to coexist, although there have been skirmishes early on. Although the three leaders start out on the wrong feet, and did attack each other, once the agreements are formed, the status quo at the time of formation of agreements is maintained. In summary, the evidence examined thus far suggests that when motivations, threats, and agreements are allowed, new stable equilibria do emerge that reflect a cooperative balance. 
It is difficult to draw generalizations about this initial MetaMind game since we have not yet undertaken full, statistically valid experiments. Also as mentioned earlier, MetaMind is using only the Goal and Preference Trees in these runs, and hence, its leader agents are unconstrained by Standards Trees calibrated to Hermann style profiles. Thus they are entirely focused on their power and vulnerability concerns. With these caveats, one might infer a few observations from the current limited sample of runs. 

World Order Tipping and Equilibria Emergence – A couple of tipping points seem to recur across runs such that new equilibria emerge. First, preliminary observations indicate that where intense conflict exists, world diversity is reduced and a predominantly two land or two leaders world often evolves as a stable equilibrium. In contrast, where co-operation (agreements) arise, this promotes the potential for multi-leader, diverse worlds. This is in alignment with the Landscape Theory of Aggregation (Axelrod and Bennett, 1993), which predicts a bipolar configuration as stable (Nash equilibrium) for a collection of antagonistic states. A second recurrent tipping point is observed when territories experience repetitive conflicts. There the leaders/territories appear to differentially specialize in their use of resources to minimize risk. This means possession of a different genre of resources minimizes attrition of that resource and hence reduces direct conflict. Interestingly, this strategy overwhelms the leader’s own preference for distribution of resources and, with the absence of conflict for longer periods of time, one can see more of a distribution of resources in alignment with the leader’s preference tree. 
Mirror Paradox – Another immediate result that one can observe at this stage of only a few runs is that the mirroring technique can have both beneficial and harmful consequences for a leader.  For example, in the current scenario, Yellow-Land has no aspirations towards the elimination of other parties (its P-Tree values are only to grow its own resources). However, both Blue-Land and Red-Land prefer to eliminate Yellow folks from their own lands and elsewhere. By constructing the Other-Leader P-Trees with the mirror method, each of them tend to find the other compatible, yet they both also fear encroachment by the Yellow-Land leader. Since Yellow-Land is richer in all resources, Red-Land and Blue-Land start out feeling quite paranoid, vulnerable, and threatened by Yellow’s continued existence.  In this case, this is a beneficial thing for Red and Blue since, while Yellow has no specific interest in eliminating either Red or Blue, this would certainly be a side-effect of Yellow’s imperialism.  In all three runs of Figure 11, Blue and Red start out with attacks on Yellow. This in turn precipitates Yellow updating its model of Blue and Red, and becoming increasingly concerned with the avoidance of board configurations that leave his resources vulnerable to either.  This benefits Yellow by emphasizing the need to protect what one already owns while trying to acquire more.  

However, these effects can also prove harmful.  Suppose Yellow was in fact not imperialistic and instead preferred to see Red prosper.  The mirroring process would nonetheless cause Red to initially believe Yellow was out to destroy him. This would cause Red to be extremely careful about his vulnerability to Yellow, when in fact there is little threat.  Worse yet, Red may choose to pre-emptively attack Yellow in order to reduce this vulnerability, consequently wasting both his own resources and those of one who would have put them towards advancing his ideals. 

Cooperate-Defect Behaviors –Hobbes (1947[1651]) posed the influencing issue with which we opened this article as the central dilemma of political science -- how to persuade individuals to act in the interest of the collective. Too often, this has come to be framed as the Prisoner’s Dilemma game where the implication is that rational, non-trusting individuals will act in their own self-interests (defect) rather than for the collective good (cooperate), even though the latter would improve their utility as well: e.g., see Axelrod (1993). While game theoretic PD formulations are commonly researched and taught, there is recent evidence that this is not necessarily how real people act.  In fact, there is now strong laboratory evidence documenting humans’ frequent willingness to cooperate even in one-shot PDs where the incentive to defect is substantial and unambiguous: e.g., see Field (2001), among others. We can observe such behaviors arising in the current simple game results of Figure 10.   Due to their perceived preference compatibility, Red and Blue discount their vulnerability to one another when making decisions, and amplify the importance of avoiding vulnerability to Yellow due to the fact that some of their preferences conflict directly with what they perceive to be Yellow’s preferences.   This creates an implicit pact between Blue and Red, with no acts of communication uttered, in which they will sometimes, in their pursuit of Yellow’s destruction, create opportunities for one other to cause harm, and trust that these will not be exploited.  For instance, suppose all three leaders have equal strength in military resources and it is Blue’s turn to act.  Blue may consider a full-scale attack against Yellow, which would ordinarily be hampered by the fact that allocating all of his military resources to such an attack would allow Red to destroy these exhausted forces at will on his next turn.  However, since Blue believes their goals to be compatible, and destroying the resources of those who will use them to advance one’s own preferences is unwise, Blue can discount, if not entirely dismiss, this concern.  Of course, Blue’s model of Red’s preferences is imperfect, and consequently this unspoken agreement may be broken when Blue does not expect it.
Intimidation and Racketeering  – Once the enhanced communicative acts are permitted  (Figure 12A), one of the more interesting macro-behaviors that emerges from the agents is the age old tactic of bullying. This occurs provided Yellow-Leader has luck, staves off the early attacks, and remains richer and stronger than either of Red or Blue. At that point, Yellow-Leader has learned through observation that both Blue- and Red-lands are intent on his destruction. Yellow then issues a threat to one of the two stating that unless he attacks the other, he will face attack himself.  This is better than divide and conquer, since he actually gets them to do the dirty work for him. In other cases, Yellow will issue a similar threat, except instead of demanding an attack, he will attempt to extort foreign aid.  This is reminiscent of the protection rackets seen in old mobster movies. The reason it works is that both Red and Blue realize their utility is greater if they defect from each other, at least at a token level of skirmishing, than if they face ‘the wrath of Yellow.’

Figure 13A shows the relative strength of each leader over time in a simulation in which Yellow successfully made use of such a scheme.  Note that Red is driven to the brink of extinction by a series of attacks from Blue.  Figure 13B reveals the reason for this, as we see threats received by Blue from Yellow preceding these attacks.

In a zero-sum game, one must make careful use of the strategy of inciting one’s enemies to fight since it will likely result in a single, more powerful enemy afterwards.  Yellow’s last threat to Blue comes at around turn 60, at which point the two now equally powerful forces turn their attentions to one another.  This allowed for red to make a slow, limited comeback.  The simulation ended at a stable point in which Yellow had moved all of his resources into his Economy, leaving Blue and Red to fight to a stalemate with military resources.
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Figure 13:  Yellow incites Blue to attack Red via threats.  When Blue gets too powerful as a result, Yellow and Red both turn on Blue.

5) Lessons Learned and Next Steps

This research set about trying to construct an agent-based human behavior model that (1) could be tuned for Hermann’s personality profiling of world leaders and (2) could be infused with game-theoretic capabilities so it could engage in follower loyalty games, in emergent leader diplomacy games, and in independent, self-serving decision processing. The basic human behavior model, called PMFserv, uses a construct called GSP trees to reflect a leader’s personality, cultural standards, world preferences, and emotional activations. In research results presented here we found that it supports the use of the Hermann profile. The MetaMind component uses PMFserv’s GSP tree structure to implement the game-theoretic constructs from Equation 1 (history, expectations, and action choice). The history vector for each leader agent resides in the relationships it tracks, the emotional construals of the world that have not yet decayed, the causes of GSP tree activations it remembers, and new perceptions based on what actions various agents took and on the strength of their relationship to the leader. A leader’s expectations of the next world state and of other agent’s future actions is derived by having the leader model and continually update an estimate of the P-Tree of the other leaders, combined with its power and vulnerability perceptions. Finally, a given leader’s expected utility of each action and utterance choice comes from processing those action/utterance choices against the Bayesian weights on the GSP trees. Thus, the GSP tree structure has been proven capable for the purposes of both the reactive/affective PMFserv and the deliberative/game-theoretic MetaMind. The results to date are encouraging that assembling world leader agents seems feasible, though this work is still in its infancy and many challenges remain.

5.1) Lessons Learned To Date

We turn now to some of the lessons learned and challenges uncovered to get this approach to satisfy the specific design needs outlined in Section 2.

Design Need 1: Follower Loyalties – As mentioned at the outset, we largely omitted discussion of this design need from the current paper. In LeaderSim, our current approach is to represent follower groups as resource objects with static properties of who and what they identify with, though with the ability to reward leaders for implementing their wishes and to shift loyalty when their preferences are violated. At present this approach is working out, though eventually this is an area ripe for addition of full blown artificial society models such as cellular automata or other approaches might provide. 

Design Need 2: Emergent World Behaviors – Evolutionary, iterated PD game-theoretic agent modeling approaches are exciting from the viewpoint of exhibiting emergent macro-behaviors arising from the micro-decisions of the independent agents, but tend to focus on modeling surface characteristics (light agents) and some focus on inter-generational adaptation. In research attempted here, emergent leader behavior has been accomplished through the use of deeper models, ones that can be inspected to better understand the motivations and influences that drove the leaders. For example, for each new world state, the L-sim agents can be examined to inspect their GSP tree values, calculated utilities, and the impact of other leader actions and utterances upon their choice of decisions. We illustrated such details for tipping points/equilibria surrounding leader intimidation and racketeering, tribute payments, coalition formation, defections, and new modes of survival. An agent can also be examined to detect its emotional state and activations in terms of specific relationships and utterances/actions. 

Design Need 3: Independent Micro-Decisions – At present, the leader agents demonstrated in this paper are capable of making their own independent micro-decisions. However, several issues currently constrain how well they do this. For one thing, the decision space is computationally intractable without heuristic simplifications, of which MetaMind includes many. One such simplification is that action choices are never exhaustively enumerated and tested, rather MetaMind at present tests resource combinations and costs for discrete levels of each action, attempting to hill climb but risking winding up in a local optima. Another simplification for this version was to assume perfect information and honesty so that when one agent computed another’s power () and vulnerability () and asserted these in a speech act, the recipient agent did not need to waste valuable computing cycles and recompute them (recall that  and  do not depend on the utterer’s model of the recipient’s P-tree, and hence are bias-free).  Obviously, as we introduce disinformation, bluffing, and deception in the next version, it will not be possible for agents to conserve these processing cycles. These various heuristic simplifications, of which we have indicated only two for the sake of illustration, comprise a research frontier for advancing the capabilities of MetaMind at the same time that we attempt to scale it up so it can handle scenarios with many more leaders, territories, and actions, as the paper-based game requires.

Design Need 4: Intentionality Modeling – Upon creation, the 3 leader agents in the MetaMind demonstration each spontaneously created guesses of the P-trees of the other leaders in the simulated world. To do this, they used the “mirroring technique” as a starting default and then updated their P-tree estimates dynamically through learning by observation as each round of the game proceeded. Earlier, we discussed how this heuristic variously hurt and helped the different leaders in Section 4.2. It turns out that mirroring is a real world heuristic (e.g., prior to Iraq, many people in the US believed that democracy could be readily exported to the ‘welcoming arms’ of foreign populations), and that misimpressions are equally prevalent amongst world leaders. So the difficulties exhibited by these agents might not be something that should be removed, though it bears further research on exactly how much misimpression is appropriate. At present, if one has better insight into how well a given leader understands or misunderstands another one, it is possible to manually adjust the P-tree estimates. In the plan recognition literature, the more common approach is to have each agent generate all the possible models of each of the other agents (covering set), initially give each model equal likelihood and then to update and ultimately converge on the correct model based on tracking observations. This is a computationally complex approach that raises many performance problems for the agents. Further, it is not necessarily consistent with a human based approach, such as mirroring. So shifting to such an approach requires careful research, though it has merit for cases where leaders actually use such approaches as their own heuristic.
Design Need 5: Speech Act Handling – Our research agenda includes the capability for leader agents to use disinformation, bluffing, and outright deception to their advantage. It is, after all, a universal human ability to be able to lie – sometimes to spare another’s feelings or to boost them up; sometimes to take advantage of the other party’s naiveté; and sometimes to save face, at least from a protocol rather than substantive perspective.  From study of dozens of users in the paper mockup, we have reduced the speech acts to three types that were demonstrated in this paper: agreements, threats, and motivations. Section 4.3 illustrated examples of the agents uttering these speech acts and of leaders responding. At present, there is no attempt to use natural language, nor is that in our research agenda. Many games work exceedingly well with agents giving instructions and information to others via cut scenes, cue cards, emoticons in thought bubbles, and the like. Additionally, the current results were restricted to the case of all agents being honest and precise in their statements. Adding bluffs, lies, etc. does not require new speech acts, only the ability to alter the content of the current utterances. Even more common than outright deception is the purposeful use of ambiguity to include exactly the information that one wants to convey and no more.  An agent will need to compute how to ambiguate the content and best guess when to leave information out, what information to omit, when to distort its facts, and so on. That in turn, requires the utterer to form some model of when the recipient is likely to do poorly on disambiguating the message, is likely to accept unclear statements, and/or is unlikely to check improperly reported facts. Clearly, the relationship and the level of trust between two conversants will have some bearing on all this. It is these latter features we hope to turn to in our next round of research on speech acts. 

Design Need 6: Personality, Culture, Emotions – The use of the Hermann profiling method (with minor modifications discussed earlier) proved quite implementable, measurable, and useful. A full implementation was effected in the GSP trees of the PMFserv agents in the Crusades example. This lead the agents to act opportunistically and in character with historical accounts. In both the sample run and in history, Richard sieged Acre, the Emir made ransom offers in response, and a drastic outcome resulted when payment fell short of expectations. The GSP models of these leaders were not derived from or trained on these episodes, but were able to recreate them faithfully. Similarly, while it currently omits the Standards Tree, the MetaMind implementation included the Hermann nodes for the Goal Tree as well as the Preference Tree. It also included the ability for each agent to examine the game world and independently determine its vulnerability and power. These led the 3 leader agents to pursue actions and utterances in keeping with those personality factors, subject to constraints of the situation as the scenario progressed. In future research, we plan for MetaMind to be fully constrained according to the Standards Tree as well. It seems that this approach causes the resulting leaders to more faithfully correspond to their realworld counterparts, a premise we hope to examine further.

5.2) Next Steps

In addition to the design needs we also delineated several learning objectives for LeaderSim. It is worth closing by looking forward at these and related concerns.

· Pathway toward Discovery and Learning Objectives – To date, the greatest amount of learning has occurred amongst the Lsim paper mockup players and for the student knowledge engineers of the GSP trees. The mockup group has involved several dozen players over a 6-month interval ranging in age from high schoolers to professional policy makers. Play has been lively and coalitions emerge, defections occur, and various scenarios have been attempted. These players regularly encounter surprising, unanticipated behavior, and testify to having gleaned new insights and ideas in after action reports. A totally different group, consisted of about 15 graduate students who used PMFserv in a class during the Spring semester of 2004 to construct and run various leader scenarios such as the crusades example presented in this paper. Typically, the students learned from the literature when researching GSP values, but made discoveries post-implementation when they saw the kinds of behaviors that emerged from their leaders’ GSP tree weights. Lastly, the authors had several unanticipated outcomes and surprises from the MetaMind leaders, as already discussed. In sum, while we are still in the first phase of this leader research, we feel we are on the proper pathway. Various participants are already testifying to discovery and learning benefits and we believe this will only improve. In future research we would like to introduce metrics, statistically valid experiments (Monte Carlo) and formally measure progress on these goals.

· Validity of emergent, unscripted play – One of the desirable features of the videogame sector is that they engage players and keep them immersed for hours of play in various strategy games, a feature that is vital for significant learning and discovery to occur. As described at the beginning of this paper, they do this with linear stories that have many points of perceived interactivity but for which the opponent leaders are highly scripted with limited branching prospects (finite state machines). In the leader research presented here, the leader agents are effectively infinite state machines and there is no pre-scripting whatsoever. Each leader agent is continually driven to satisfy his own GSP tree needs and does so by assessing the intent of other leaders, by examining the state of the world, and by autonomously gauging the potential payoff of possible actions and utterances. As one example, no one pre-scripted Richard to attack the town of Acre. Likewise the leader agents of the Red, Blue, and Yellow Lands had no script to follow whatsoever, yet hundreds of utterances/actions and dozens of rounds of play resulted and a number of new world states emerged as equilibria of varying durations (e.g., rackets, coalitions, tributes, defections, battles, survival modes, etc.). This type of unscripted, nonlinear, emergent behavior is exactly what is needed for players to be able to test alternative ideas and try novel ways to influence the leaders in the simulated world. If the leaders are faithfully profiled according to the Hermann-style of GSP trees, and the scenario is faithful to the resources and constituencies of interest, the player would have a way to develop better understanding of the leader and situation. This is not a predictive model, but a vivid description and a useful toyworld simulation. Future research is needed to fully examine the correspondence of such simulated results to real situations, and by that to enhance the validity and trust one might place in such simulations. This is not easy research, since historical correspondence tests are for a single outcome, yet Lsim permits one to play things out differently, to reach outcomes that don’t correspond to history.

· Engagement from emergent, unscripted play – Except when they are there to be quickly slain or defeated, a problem with opponent agents in many videogames is that advanced players come to view them with contempt. This is true of leader agents in strategy games, and is even more evident when natural language or chatterbots agents are added to any game. In multi-player games, one often sees the message sent around “let’s all gang up on the game AI”. In single player settings, when there is a natural language or chatterbot agent, the players tend to view it as a personal challenge to show up the agent as foolish, myopic, and automaton-like. In all cases, players take pride in the pub after gameplay when sharing stories about how they exposed and exploited the linear and pre-scripted nature of these bots. No one has yet played against our leader agents, so it is premature to make claims of having improved this situation. However, in earlier research, we deployed PMFserv to manage the minds and behaviors of Somalian civilians (men and women, civilians-turned-combatants,) and militia (crashed helicopter looting leaders, suicide bombers) in a recreation of Black Hawk Down (Silverman et al. (2004b). That simulator resides at the Institute for Creative Technology and users have made statements about play against these characters such as: “Unlike the heavily scripted play of most commercial games, this scenario is very dynamic and can play out in a wide variety of different ways.  This is primarily due to the autonomy and wide range of behavior supported…” van Lent et al (2004). We believe that as our Lsim world matures and as players begin to try it out that we will make inroads on this problem as well. Certainly it should be a research goal to have players that benefit from non-linear, innovative leader agent play.
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