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Abstract

The AAnalyst 100 (AA100) can be used as an absorption spectrometer or a flame emission spectrometer without lamps, in which the instrument measures ion concentrations based on the light emitted upon vaporizing a sample in the flame. This project involved learning to use the AA100 in the emission mode, and determining its sensitivity (precision and accuracy), in absorption and emission mode for K and Na.  The emission sensitivities for Na and K were compared with absorption sensitivities and it was determined that there is no significant difference in sensitivities.  

For K in absorption mode, the standard percent deviations for the two test sample trials were ± 4.01% and ± 3.40%, and in the emission mode, ± 1.41% and ± 0.92%.  For Na in the absorption mode, the standard percent deviations for the two test sample trials were ± 3.83% and ± 3.09%, but values were not found in the emission mode because no linear range was found.  For K in the absorption mode, the percent error for the two test sample trials were –2.71% and 4.00%, and in the emission mode, the percent errors were 3.00% and 3.55%.  For Na in the absorption mode, the percent error for the two test sample trials were –2.00% and 3.71%, but percent error values were not found in the emission mode because no linear range was found.  Since there were no standard percent deviation and percent error values determined for Na in the emission mode, comparisons of absorption and emission must be solely based on the tests done for K.  The standard percent deviations and percent errors calculated for K showed that there was no significant difference between absorption and emission mode at the 95% confidence intervals for the respective linear ranges of concentration.

The principal accomplishment of this experiment was finding the optimal settings for K and Na in the emission mode.  Knowing the optimal settings allows the user a great deal of versatility with the AA100 in emission mode.
  The optimal setting for the nebulizer was determined to be 1 turn for both K and Na in emission mode.  The optimal settings for K for the vertical adjustment knob, horizontal adjustment knob and fuel-to-oxidant ratio were determined to be 12.5 clockwise turns, 4 clockwise turns, and 2.25, respectively.  The optimal settings for Na for the vertical adjustment knob, horizontal adjustment knob and fuel-to-oxidant ratio were determined to be 15 clockwise turns, 2.75 clockwise turns and 2, respectively.  All values in the emission mode linear testing were recorded with the machine at the optimal settings.

Objectives

The AA100 has two possible modes for the determination of concentrations of solutions- absorption and emission.  The overall objective of the experiment was to determine which one is the more sensitive, efficient, and practical.  To find the better mode, several aspects were considered such as the difference in precision or reproducibility, the existence and accuracy of a workable linear range, and price differences.  

Another key objective was to find the optimal settings of the AA100 of K and Na in emission mode.  The optimal settings are the adjustments of the horizontal adjustment knob, vertical adjustment knob, nebulizer adjustment knob, and the oxidant-to-fuel ratio that yield the maximum emission value for a given concentration. The determination of the optimal settings is crucial for testing very dilute samples (<1ppb).  The settings could also be changed to produce a lower readable emission for a highly concentrated sample if flooding of the machine occurs.

Background

Metallic ions, such as K, Na, and Ca, are known to be vital biological ions in the human system.  They are crucial in muscle contraction, nervous system function, maintaining homeostasis, and many other pathways required by the body to survive.  Therefore, there is a need for specific amounts of ion concentrations for the body to function correctly.  Other ions are detrimental to the body, and there is a need to test the concentration of such ions as well.  Absorption and emission methods are important in determining the concentration values for such ions in the body.  Understanding the amount of ions in the body can aid in biomedical research and other clinical applications.1


In order to compare the absorption and emission modes, two cations, K and Na, were examined.  By focusing on only two ions, more trials were performed in the limited time span.  K and Na were chosen over other ions such as Mg and Ca because they both use the air-acetylene flame for absorption and emission mode rather than nitrous oxide-acetylene, which was not available in this lab.  Air-acetylene is the preferred flame for approximately 35 elements by atomic absorption including K and Na.  The maximum temperature the air-acetylene flame reaches is 2300( C with a flow rate of approximately 4 liters/minute.  The nitrous-oxide acetylene flame, on the other hand, can be used for determination of elements that form refractory oxides.  It reaches a higher maximum temperature of 2900( C and has a higher flow rate of 14 liters/minute. 2

The AA100 model available in lab has the 10-cm single-slot air-acetylene burner head, which can only be used with an air-acetylene flame.  
The 10-cm for air-acetylene flame burner head as compared to other burner heads such as the 5-cm burner head has a longer burner path length, which provides the greatest sensitivity for air-acetylene elements.
2 The definition of sensitivity is derived from the Perkin-Elmer manuals (prior to 1997) as the concentration of substance that yields an absorbance of 0.044.3  The sensitivity values were subsequently removed from the manuals due to the ambiguity of this value.  Sensitivity was defined as the reproducibility and accuracy of each mode within the respective linear ranges.   
Emission analysts (sold prior to the advent of absorption spectrometers) are generally less expensive than absorption in that they do not require a lamp or a dual beam.  However, due to restrictions regarding the use of ions and interference (Na for example) in emission, absorption is found to be of greater clinical use.  Most machines available for sale today are designed for use in absorption mode with the capability of emission mode testing.  The AA100 is the least expensive model sold by Perkin-Elmer instruments, but the upgrade to the AA300 would not generate more precise nor accurate results.  It would only add the convenience of the installed computer software that records results.  This software is available on the AA100 for a greater price.  For the applications of this experiment, the AA100 is the machine of choice.  

Materials and Apparatus

· Perkin-Elmer AAnalyst 100 Spectrometer
· Mettler BD6000 (±1g)

· Mettler AB-54 (±0.0001g)

· Mettler H72 (±0.001g)
· Volumetric Flasks:
1000 ± 0.60ml

100 ± 0.16ml
50 ± 0.05ml

· P-1000 Air displacement pipette (±0.5%)

· P-200 Air displacement pipette (±0.5%)

· P-20 Air displacement pipette (±0.5%)

· Disposable pipette tips
· 10-milliliter plastic pipettes (±0.05ml)

· 15ml plastic tubes (with racks)

· 50ml plastic tubes (with racks)

· 500ml plastic bottles with screw on caps

· 2000ml Plastic Container

· Crystalline NaCl (39%wt Na+)

· Crystalline KCl (52%wt K+)

· Deionized Water
· Masking tape

Methods
Before each lab session, all pipettes to be used were calibrated by measuring a certain volume of water with the pipette and weighing the displaced water (assume (=1g/ml) on the AB-54 balance.  There was no significant difference between the measured volume and the actual volume as weighed on the scale (less uncertainty).  (See appendix Table 9.) 
Standard solutions of K and Na were prepared by weighing 2000g (2L) of DI water for each ion.  3.814g KCl and 5.084g NaCl were weighed out and dissolved in DI water to yield standard solutions of 1000ppm for each ion.  


To test the AA100 in absorption mode, linear calibration curves were constructed for both ions.  Dilution schemes within the known linear ranges of Na and K were prepared and tested at their optimal wavelengths.  The linear ranges in absorption were 2.0ppm and 1.0ppm for K and Na, respectively.  The optimal wavelengths were 766.5nm and 589.0nm for K and Na, respectively.  Three trials were performed for each dilution to test the precision of the linear curves produced by the AA100.


Linear calibration curves were constructed using the dilution concentrations and the measured absorbance values.  Two test solutions for each ion were prepared independently of the standard solutions (with less uncertainty).  The test concentrations were 0.75ppm and 1.50ppm for K and 0.35ppm and 0.70ppm for Na.  The test solutions were assayed in the linear calibration curves to determine the accuracy of the AA100.

Before any testing was done in emission mode, the optimal settings of the AA100 were determined by changing the vertical adjustment knob, horizontal adjustment knob, oxidant-to-fuel ratio, and the nebulizer adjustment knob.  Each knob was returned to its initial position by turning it completely counterclockwise and marking this position with tape.  The knobs were turned clockwise in recorded increments and the change in emission values were recorded.  In order to reset the nebulizer adjustment knob, the knob was turned counterclockwise until the solution started to bubble.  While testing one adjustment, the other knobs were held constant.  The optimal settings were maintained during subsequent emissions testing. 

Since the linear ranges for K and Na were not initially known for emission mode, a wide dilution scheme ranging from 0-500ppm was first tested for both ions.  Nonlinear calibration curves were constructed using the dilution data (emission vs. concentration).  Visual assessment and linear regressions were used to determine the linear range.  The dilution ranges were repeatedly narrowed down and retested until a calibration curve with a good linear fit was obtained for each ion.

Two test solutions for K of concentrations 3ppm and 9ppmwere prepared independently of the standard solution.  The test solutions were assayed in the linear calibration curve for K to determine the accuracy of the AA100 in emission mode.  No test solutions for Na were prepared or tested because the linear range could not be determined.

Results


Absorption Mode:

Table 1

	
	               Na test sample #1 
	              Na test sample #2

	 
	Measured (ppm)
	Actual (ppm)
	Measured (ppm)
	Actual (ppm)

	Trial 1
	0.357 ± 3.33% 
	0.350 ± 0.92%
	0.742 ± 1.56%
	0.700 ± 0.72%

	Trial 2
	0.331 ± 3.45%
	0.350 ± 0.92%
	0.737 ± 1.59%
	0.700 ± 0.72%

	Trial 3
	0.341 ± 3.45%
	0.350 ± 0.92%
	0.701 ± 1.69%
	0.700 ± 0.72%

	Average
	0.343 ± 3.41%
	 
	0.726 ± 1.61%
	 

	Std. % Deviation
	±3.83%
	 
	±3.09%
	 

	% Error
	-2.00%
	 
	+3.71%
	 

	95% C.I.
	±9.49%
	 
	±7.65%
	 

	t-stat (3 trials)
	4.302
	 
	4.302
	 

	Critical t
	0.926
	 
	2.013
	 


Table 1 presents the actual and measured concentrations of Na in both of the test samples for each trial with a linear range of 1ppm. (See appendix Figures 1-3 and Table 6 for the linear absorption test plots and regression statistics for Na.). 


The measured concentrations were determined using the absorbance value and the linear calibration curves.  The uncertainties in all of the values are shown and were calculated using a method of error propagation that maximizes the systematic uncertainty (See appendix for sample uncertainty calculations.).  The percent standard deviation, and percent error are also shown.  Finally, it may be noted that the average measured values of the test samples did not significantly differ from the actual values at the 95% C.I.’s as the critical t for both test samples (0.926 for 0.350ppm and 2.013 for 0.700ppm) is lower than the t-stat (4.3 for three trials).   

Table 2

	
	                K test sample #1 
	               K test sample #2

	 
	Measured (ppm)
	Actual (ppm)
	Measured (ppm)
	Actual (ppm)

	Trial 1
	0.749 ± 1.20%
	0.750 ± 0.393%
	1.501 ± 0.62%
	1.500±0.233%

	Trial 2
	0.696 ± 1.29%
	0.750 ± 0.393%
	1.575 ± 0.61%
	1.500±0.233%

	Trial 3
	0.744 ± 1.23%
	0.750 ± 0.393%
	1.604 ± 0.59%
	1.500±0.233%

	Average
	0.730 ± 1.24%
	 
	1.560 ± 0.61%
	 

	Std. % Deviation
	±4.01%
	 
	±3.40%
	 

	% Error
	-2.71%
	 
	+4.00%
	 

	95% C.I.
	±9.87%
	 
	±8.44%
	 

	t-stat
	4.302
	 
	4.302
	 

	Critical t
	1.195
	 
	1.961
	 


Table 2 presents the actual and measured concentrations of K in both of the test samples for each trial with a linear range of 2ppm.  (See appendix Figures 4-6 and Table 7 for linear absorption test plots and regression statistics for K.)


The measured concentrations were again determined using the absorbance value and the linear calibration curves.  The uncertainties in all of the values are shown and were calculated using a method of error propagation that maximizes the systematic uncertainty.  The percent standard deviation, and percent error are also shown.  Again, it may be noted that the average measured values of the test samples did not significantly differ from the actual values at the 95% C.I.’s as the critical t for both test samples (1.195 for 0.750ppm and 1.961 for 1.500ppm) is lower than the t-stat (4.3 for three trials). 


Emission Mode:

Table 3

	
	                K test sample #1 
	               K test sample #2

	 
	Measured (ppm)
	Actual (ppm)
	Measured (ppm)
	Actual (ppm)

	Trial 1
	3.11 ± 5.55%
	3.00 ± 0.737%
	9.40 ± 1.92%
	9.00 ± 0.577%

	Trial 2
	3.12 ± 5.55%
	3.00 ± 0.737%
	9.27 ± 2.08%
	9.00 ± 0.577%

	Trial 3
	3.04 ± 6.25%
	3.00 ± 0.737%
	9.24 ± 2.08%
	9.00 ± 0.577%

	Average
	3.09 ± 5.78%
	 
	9.31 ± 2.03%
	 

	Std. % Deviation
	± 1.41%
	 
	± 0.92%
	 

	% Error
	+ 3.00%
	 
	+ 3.55%
	 

	95% C.I.
	± 4.29%
	 
	 ± 2.78%
	 

	t-stat
	4.302
	 
	4.302
	 

	Critical t
	2.920
	 
	5.155
	 


Table 3 presents the actual and measured concentrations of K in both of the test samples for each trial in emission mode (See appendix Figures 7-12 and Table 8 for linear range determination in emission mode, test plots, and regression statistics.).  


The measured concentrations were determined using the recorded emission values and the linear calibration curves.  The uncertainties in all of the values are shown and were calculated using a method of error propagation that maximizes the systematic uncertainty.  The standard percent deviation, and percent error are also shown.  The standard percent deviations (in red) for each test sample are 65% and 73% lower than those for absorption relative to the test concentrations.  The average measured value of the first test sample did not significantly differ from the actual value at the 95% C.I.’s (critical t=2.92, t-stat=4.3).  However, the average measured value of the second test sample was significantly different from the actual value at the 95% C.I.’s.  The critical t of 5.155 for the second test sample is greater than the t-stat.  It may be noted that the concentration of the second sample (9.0ppm) was near the limit of the determined linear emission range (limit ~ 10ppm).


No linear range was determined for Na (See appendix Figures 13-17 for linear range determination plots in emission mode for Na.).  From the results of the linear determination plots with Na, it was apparent that no linear range for Na could be found in emission mode.  The linear tests performed with K (above) could not be completed for Na.  Causes of this unexpected finding will be addressed in the subsequent discussion. 


Determining the Optimal Settings:

Table 4

	
	                   K
	                  Na

	
	# of Turns
	Degrees
	# of Turns 
	Degrees

	Horizontal Adjustment
	4
	1440
	2.75
	990

	Vertical Adjustment
	12.5
	4500
	15
	5400

	Nebulizer Adjustment
	1
	360
	1
	360

	
	K
	Na

	                    Oxidant-to-Fuel Ratio
	2.25
	2


Table 4 shows the optimal settings (settings which yielded the strongest emission reading) for K and Na in emission mode and the method used for each adjustment to determine the optimal setting. The optimal setting is displayed as both the number of clockwise turns and the degrees of clockwise turn for each knob.  The oxidant and fuel adjustments are given as the ratio of the two (oxidant-to-fuel).  The method of resetting each adjustment is also conveyed in this Table.  The optimal settings are not the same for both K and Na suggesting that the settings are specific for different ions. 

Table 5

	     Changes in Adjustments Yielding a 10 % Decrease In Emission

	K
	Horizontal
	Vertical
	Nebulizer
	Oxidant-to-Fuel

	Counter-clockwise
	270 deg.
	1800 deg.
	135 deg.
	1.625 (decrease of 0.625)

	Clockwise
	180 deg.
	2250 deg.
	-
	3.00 (increase of 0.75)

	Na
	Horizontal
	Vertical
	Nebulizer
	Oxidant-to-Fuel

	Counter-clockwise
	180 deg.
	2340 deg.
	135 deg.
	1.55 (decrease of 0.45)

	Clockwise
	230 deg.
	1800 deg.
	87 deg.
	2.75 (increase of 0.75)


Table 5 displays the “sensitivities” of each adjustment to a ten percent decrease in emission.  The number of turns clockwise and counter clockwise that yield a ten percent decrease in the emission reading are shown for the horizontal, vertical, and nebulizer adjustment knobs.  The oxidant-to-fuel ratios yielding a ten percent decrease in emission (both above and below the optimal for each ion) are shown.  The nebulizer adjustment knob for the potassium ion did not show a ten percent drop in the clockwise direction following the optimal point (See appendix Figure 20.).  The data displayed was determined using Figures 18-25 in the appendix.  The significance of Table 5 will be analyzed in the discussion.  

Summary of Results:

There was no significant difference between the accuracy and precision in emission and absorption mode within the respective linear ranges for the potassium ion.  The sole difference appeared to be at the top of the linear range of for K where there was a significant discrepancy.  The linear range in emission was found to be approximately 10ppm for K, which is 5 times greater than the linear range for K in absorption mode (2ppm).  While the absorption results for Na in were similar to those for K, no linear range was found in emission mode for Na (See appendix figures 13-17).  


The optimal settings for all of the adjustments of the AA100 were found for both Na and K.  The optimal setting was found to be specific for each ion.  The sensitivity of each adjustment was also examined (See Table 5 above.). 

Discussion

Dilutions were first made to determine the absorption linear ranges of K and Na.  Since this had already been done for Experiment 3 (“Atomic Absorption Spectrophotometry: Cation Analyses”), prior experience as well as knowing the literature absorption linear ranges (2ppm for K and 1ppm for Na) at specific wavelengths (766.5nm for K and 589.0nm for Na) made it easy to quickly plot the linear curves for both K and Na.  Upon making a linear range for K and Na, test solutions were made, independent of the stock solutions, to test the precision and the accuracy of the linear graphs (See Tables 1-3.).  The test solutions (two test solutions each for K and Na) had less uncertainty than the solutions made from the stock solutions because they were prepared directly from the crystalline solids without making subsequent dilutions.  The test solutions were prepared to test the stock solution dilutions within the linear ranges.

Precision is determined by the percent standard deviation of the trials - the lower the standard deviation, the greater the amount of precision.  Accuracy is determined by the percent error of the trials - the lower the percent error, the greater the accuracy.  For K in absorption mode, the percent standard deviations for the two test sample trials were ± 4.01% and ± 3.40%, and in emission mode, ± 1.41% and ± 0.92% (See Tables 2 and 3.).  For Na in absorption mode, the standard percent deviations for the two test sample trials were ± 3.83% and ± 3.09%, but values were not found in emission mode because no linear range was found (See Table 1.).  For K in absorption mode, the percent errors for the two test sample trials were –2.71% and 4.00%, and in emission mode, the percent errors were 3.00% and 3.55% (See Tables 2 and 3.).  For Na in absorption mode, the percent error for the two test sample trials were -2.00% and 3.71%, but percent error values were not found in emission mode because no linear range was found (See Table 1.).  Since there were no percent standard deviation and percent error values determined for Na in emission mode, comparisons of absorption and emission must be solely based on the tests done for K.  The percent standard deviations and percent errors done for K show that there is no significant difference between absorption and emission.

From these values of percent standard deviation and percent error for K, it is not possible to make a definite conclusion about whether the absorption or the emission mode has the greater precision (reproducibility) or accuracy.  The percent standard deviations for test samples 1 and 2 in emission mode are 65% and 73% lower, respectively, than those for absorption mode relative to the test concentrations for K (See Table 3.).  Although these numbers may seem drastically different when the two numbers are the only values compared, they are insignificant because the percent standard deviation values of K in both absorption and emission are very small (<4.01%)  (See Tables 2 and 3.).  For example, test sample 1, in absorption mode, has a percent standard deviation of ± 4.01% and in emission mode, ± 1.41%.  Since both numbers are not significant initially, it is not possible to say which mode, absorption or emission, is more reproducible.  Likewise, percent error values in both modes were not significant, having values of –2.71% compared to 3.00% for sample trial 1, and 4.00% compared to 3.55% for sample trial 2 (See t-statistics in Tables 1-3.).  There is no significant difference in percent standard deviation and percent error; therefore, it can be concluded that neither precision nor accuracy varies significantly between absorption and emission mode for K.

Conclusions could not be made about precision and accuracy using Na data because no linear range was determined for Na in the emission mode.  Therefore, there are no percent standard deviations or percent errors in emission to compare to the calculated statistical values for Na in absorption mode.  There are several reasons why no linear range for Na was determined.  First, metallic ions undergo ionization when excited, as in flame emission mode.  After the electrons are excited, they may not return to the ground state.  When this happens, the atoms remain ionized.  Hence, the AA100 cannot read any light being emitted by the electrons since they do not return to ground state.  The high temperature of the flame is the primary cause of this permanent ionization.  The reducing ability (ability to gain electrons) for K is greater than Na, although this is not the order expected from the relative ionization energies of K and Na.  This unexpected phenomenon occurs because the formation of the M+ ions in aqueous solution is strongly influenced by the hydration of these ions by the polar water molecules.  The hydration energy of an ion represents the change in energy that occurs when water molecules attach to the M+ ion.  There is more energy released by the hydration of Na ion as compared with the K ion.  Since the Na ion is so strongly hydrated (has a greater charge density than K), its formation from the Na atom occurs more readily than the formation of K ions from the K atom.4  Due to ionization, electrons do not return to ground state; thus, for a given concentration, there is no linear relationship between absorbance and concentration.  Instead, an immediate curvature in a plot of absorbance vs. concentration results.  A representative at Perkin-Elmer also mentioned how contamination is also a source for nonlinear results when testing Na in the emission mode.  Even breathing over a Na solution will contaminate, let alone touching the solution with one’s fingers.3  Interference from other ions in solution can also cause non-linearity for they can also have excited atoms for a given wavelength.2  Finally, concentrations could have been too high.  The Perkin-Elmer representative indicated that high concentrations could flood the AA100 in emission mode because too many ions would be excited, and the emission reading would approach a constant value.3    

Although there were no conclusive results for precision and accuracy, there were some important results in determining the optimal settings for the AA100 in the emission mode.  Knowing the optimal settings allows one much versatility in the emission mode.
  The optimal setting for the nebulizer was determined to be 1 turn for K and Na in emission mode.  The optimal settings for K for the vertical adjustment knob, horizontal adjustment knob and fuel-to-oxidant ratio were determined to be 12.5 clockwise turns, 4 clockwise turns, and 2.25, respectively.  The optimal settings for Na for the vertical adjustment knob, horizontal adjustment knob and fuel-to-oxidant ratio were determined to be 15 clockwise turns, 2.75 clockwise turns and 2, respectively.  The determination of the optimal settings is crucial to being able to test very dilute samples.  If a given concentration’s emission readings are too low to work with, a simple adjustment of the knobs to their optimal settings will give higher emission readings.  From the graphs, settings that determine a 10% decrease in the emission values were determined (See Table 5.).  By knowing such adjustments, one could change the optimal settings to produce a lower emission for highly concentrated samples.  For Na, when the slit length was set to 0.2 length as mentioned in the manual (manual suggests a slit length of 0.2 or 0.4 at a wavelength of 589.0nm and a length of 0.4 is not an option with the AA100) at a wavelength of 589.0nm, the AA100 gave readings that fluctuated from negative and positive value along with “blank” values for a distilled water solution.  When the wavelength was finally set to 0.7 the machine worked properly.  It was not possible to lower the optimal settings in this situation because the concentration of Na in distilled water was read as 0.0.  However, when examining highly concentrated solutions, the optimal settings can be adjusted to yield less sensitive emission readings, eliminating flooding.  Likewise, very dilute samples can be adjusted to optimal settings that yield a workable emission reading from the machine if the initial readings are too low.

There are several suggestions for further experimentation.  First of all, the Perkin-Elmer manual does suggest that a slit length of either 0.2 or 0.4nm be used at a wavelength of 589.0nm for Na in emission mode.2  Since the machine would not function properly at a slit length of 0.2nm and the AA100 does not have a slit length of 0.4nm as an option a slit length of 0.7nm was used.  In the future, with a higher model, testing Na in emission mode at a slit length of 0.4nm could yield a linear curve.  Also, in order to resolve the problem resulting from too high a Na concentration, a lower wavelength could be tested (303.2nm), which would yield a lower emission reading for Na.2  Use of either a KCl or a CsCl ionization suppressant could be used to reduce ionization of Na in flame emission mode leading to less interference.  Next, since Na is so sensitive to contamination, a more sterile environment is ideal for testing Na in emission.  This involves the use of sterile masks, gloves, glassware and equipment.  For further experimentation, the use of a nitrous oxide-acetylene flame could be implemented to test other elements such as Ca and Mg and determine their optimal settings.   

Conclusions

1. There is no significant difference between the “sensitivities” (precision and the accuracy) for K when comparing the absorption and emission values. (See Tables 1 and 3.)  

2. No linear range for Na could be determined in emission mode; therefore, absorption mode was determined to be more versatile for the ions tested. 

3. The optimal settings of the AA100 in the emission mode for both K and Na were determined through this experiment and can be used in subsequent experiments.  (See Table 4.) 

References

      (1)   Campbell, Neil et al. Biology:Fifth Ed.  Menlo Park, California, Addison Wesley Longman, Inc., 1999.

(2)   Perkin-Elmer Co. Atomic Absorption Spectrophotometry: User’s Guide.  Perkin-Elmer 

(3)   Steven Ashby, Sales Representative, Perkin-Elmer Co.  www.perkinelmer.com
(4)   Zumdahl, Steven.  Chemical Principles.  New York, Houghton Mifflin Company, 1998.

Appendix

[image: image3.wmf]Absorbance vs. Concentration Na

 (Trial 1)

y = 0.0849x + 0.0012

R

2

 = 0.9959

0.000

0.020

0.040

0.060

0.080

0.100

0.000

0.200

0.400

0.600

0.800

1.000

1.200

Concentration (ppm)

Absorbance

Absorption Mode:

Figure 1
Figure 1 shows the linear calibration curve for Trial 1 using the AAnalyst 100 in absorption mode to test the sodium ion (Na).  Absorbance is plotted on the ordinate, and concentration (ppm) is on the abscissa.  The R-squared value (approximately 1) shows excellent correlation between concentration and absorbance.  The two test samples (used to test the accuracy of the linear calibration curve in absorption mode) are shown in red.  X and Y error bars are shown to ±5% and ±0.005 absorbance respectively. The error in the concentration of both test samples was very small (less than ± 0.92%) and cannot be seen on this plot.

Table 6

	Regression Statistics – 

Na, Trial 1
	
	
	
	
	

	Multiple R
	0.99794
	
	
	
	
	

	R Square
	0.99589
	
	
	
	
	

	Standard Error
	0.00228
	
	
	
	
	

	 
	 
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	0.00124
	0.00165
	0.74984
	0.49505
	-0.00335
	0.00582

	X Variable 1
	0.08486
	0.00273
	31.11981
	0.00001
	0.07729
	0.09243


Table 1 presents the regression statistics for the 1st Trial testing of Na in absorption mode.  The statistics for Trial 1 are a good representation of the regression statistics for all three trials for Na.  The y-intercept is not significantly different from zero at the 95% confidence intervals (C.I.), and the standard error (approximately zero) and R-squared (approximately 1) values indicate a good correlation between absorbance and concentration.  All three trials had very similar regression statistics.
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Figure 2

Figure 2 shows the linear calibration curve for Trial 2 in absorption mode with the Na ion.  The R-squared value (approximately 1) shows excellent correlation between concentration and absorbance.  The two test samples are shown in red.  X and Y error bars are shown to ±5% and ±0.005 absorbance, respectively.  The error in the concentration of both test samples was very small (less than ± 0.92%) and cannot be seen on this plot.  
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Figure 3 shows the linear calibration curve for Trial 3 in absorption mode using Na.  The R-squared value (approximately 1) shows excellent correlation between concentration and absorbance.  The two test samples are shown in red.  X and Y error bars are shown to ±5% and ±0.005 absorbance, respectively.  The error in the concentration of both test samples was very small (less than ± 0.92%) and cannot be seen on this plot.
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Figure 4 shows the linear calibration curve for Trial 1 in absorption mode using the potassium ion (K).  The R-squared value (approximately 1) shows good correlation between concentration and absorbance.  The two test samples are shown in red.  X and Y error bars are shown to ±5% and ±0.005 absorbance, respectively.  The error in the concentration of both test samples was very small (less than ± 0.39%) and cannot be seen on this plot.

Table 7

	Regression Statistics – 

K, Trial 1 (Abs.)
	
	
	
	
	

	Multiple R
	0.99878
	
	
	
	
	

	R Square
	0.99757
	
	
	
	
	

	Standard Error
	0.00428
	
	
	
	
	

	 
	 
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	0.00529
	0.00310
	1.70523
	0.16335
	-0.00332
	0.01389

	X Variable 1
	0.10371
	0.00256
	40.52137
	0.00000
	0.09661
	0.11082


Table 7 presents the regression statistics for the linear curve for Trial 1 of K in absorption mode.  The statistics for Trial 1 are a good representation of the regression statistics of all three trials for K.  Note that the y-intercept is not significantly different from zero at the 95% confidence intervals (C.I.), and the standard error (approximately zero) and R-squared (approximately 1) values indicate a good correlation between absorbance and concentration.  All three trials had very similar regression statistics.
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Figure 5 shows the linear calibration curve for Trial 2 in absorption mode for K.  The R-squared value (approximately 1) shows good correlation between concentration and absorbance.  The two test samples are shown in red.  X and Y error bars are shown to ±5% and ±0.005 absorbance, respectively.  The error in the concentration of both test samples was very small (less than ± 0.39%) and cannot be seen on this plot.
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Figure 6 shows the linear calibration curve for Trial 3 in absorption mode for K.  The R-squared value (approximately 1) shows good correlation between concentration and absorbance.  The two test samples are shown in red.  X and Y error bars are shown to   ±5% and ±0.005 absorbance, respectively.  The error in the concentration of both test samples was very small (less than ± 0.39%) and cannot be seen on this plot.
Emission Mode:

[image: image9.wmf]Emission vs. Concentration K

(20ppm maximum conc.)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0

5

10

15

20

25

Concentration (ppm)

Emission

Figure 7

Figure 7 shows the initial plot of emission vs. concentration K.  This plot was made in order to determine the linear range of the concentration of K in emission mode.  The maximum concentration was 500ppm.  No linear range was determined form this plot.
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Figure 8 shows the second plot in the determination of the linear range of K in emission mode.   A maximum concentration of 75ppm K was used, and no linear range was established with this graph.
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Figure 9 shows the third plot in the determination of the linear range of K in emission mode.   A maximum concentration of 20ppm K was used for this plot, and the linear range was determined to be within 10ppm K from this graph. 
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Figure 10 shows the linear calibration curve for Trial 1 using the AAnalyst 100 in emission mode to test the potassium ion.  From the previous plots, the linear range was found to have a limit of 10ppm.  Emission is now plotted on the ordinate, and concentration (ppm) is on the abscissa.  The R-squared value (approximately 1) shows good correlation between concentration and emission.  The two test samples (used to test the accuracy of the linear calibration curve in emission mode) are shown in red.  X and Y error bars are shown to ±5% and ±0.001 emission, respectively. The error in the concentration of both test samples was very small (less than ± 0.74%) and cannot be seen on this plot.

Table 8

	Regression Statistics – 

K, Trial 1 (Em.)
	
	
	
	
	

	Multiple R
	0.99744
	
	
	
	
	

	R Square
	0.99489
	
	
	
	
	

	Standard Error
	0.00082
	
	
	
	
	

	 
	 
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	0.00062
	0.00060
	1.04017
	0.35700
	-0.00103
	0.00227

	X Variable 1
	0.00274
	0.00010
	27.90729
	0.00001
	0.00247
	0.00302


Table 8 displays the regression statistics for the linear curve for Trial 1 of K in emission mode.  The statistics for Trial 1 are a good representation of the regression statistics for all three trials of K.  The y-intercept is not significantly different from zero at the 95% confidence intervals (C.I.), and the standard error (approximately zero) and R-squared (approximately 1) values indicate a good correlation between emission and concentration.  All three trials had very similar regression statistics.
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Figure 11 shows the linear calibration curve for Trial 2 for K.  The R-squared value (approximately 1) shows good correlation between concentration and emission.  The two test samples (used to test the accuracy of the linear calibration curve in emission mode) are shown in red.  X and Y error bars are shown to ±5% and ±0.001 emission, respectively. The error in the concentration of both test samples was very small (less than ± 0.74%) and cannot be seen on this plot.
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Figure 12 shows the linear calibration curve for Trial 3 for K.  The R-squared value (approximately 1) shows excellent correlation between concentration and emission.  The two test samples (used to test the accuracy of the linear calibration curve in emission mode) are shown in red.  X and Y error bars are shown to ±5% and ±0.001 emission, respectively. The error in the concentration of both test samples was very small (less than ± 0.74%) and cannot be seen on this plot.
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Figure 13 shows the initial plot of emission vs. concentration of Na.  This plot was made in order to determine the linear range of the concentration of Na in emission mode.  The maximum concentration was 500ppm.  No linear range was determined form this plot
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Figure 14 shows the second plot used to find the linear range of Na in emission mode.   A maximum concentration of 25ppm Na was used for this plot.  No linear range could be determined from this plot.   
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Figure 15 shows a plot of emission vs. concentration using a maximum concentration of 10ppm.  A linear regression was performed with Excel.  The R-squared value of 0.935 does not indicate a good linear correlation for this data considering it would be used to construct a linear calibration curve.  Furthermore, the y-intercept is significantly different from zero at the 95% C.I.’s.
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Figure 16 shows another plot of emission vs. concentration Na.  A maximum concentration of 5ppm was used for this curve.  A linear regression was performed with Excel.  Again, the R-squared value (0.941) does not indicate a good linear correlation for this data considering it would be used to construct a linear calibration curve.  
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Figure 17 shows the final plot for linear testing of Na in emission mode.  A maximum concentration of 1ppm was used for this curve.  The R-squared value (0.938) is actually lower than the R-squared value of the previous plot (max. 5ppm).  This does not indicate a good linear correlation for this data considering it would be used to construct a linear calibration curve.  No linear range for Na was determined in emission mode, and the linear testing that was done with potassium in emission mode could not be completed for Na.  

Determining the Optimal Settings:
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Figure 18 shows the emission reading vs. the number of turns for the horizontal adjustment knob for K.  The optimal point (the point yielding the highest emission reading) is shown at the peak of the curve in red.  This corresponds to 4 complete turns of the horizontal adjustment knob (1440 degrees) in the clockwise direction.  
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Figure 19 shows the emission reading vs. the number of turns for the vertical adjustment knob for K.  The optimal point (the point yielding the highest emission reading) is shown at the peak of the curve in red.  This corresponds to 12.5 turns of the vertical adjustment knob (4500 degrees) in the clockwise direction.  It may be noted that the vertical adjustment curve does not depict the same bell-shaped curve as the horizontal adjustment knob; the vertical adjustment curve plateaus after the maximum at 12.5 turns.  
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Figure 20 shows the emission reading vs. the number of turns for the nebulizer adjustment knob for K.  The optimal point (the point yielding the highest emission reading) is shown at the peak of the curve in red.  This point corresponds to one complete turn of the nebulizer adjustment knob (360 degrees) in the clockwise direction.  This curve plateaus after the maximum at one turn (similar to the vertical adjustment curve above).  

[image: image23.wmf]Emission vs. Oxidant-to-Fuel Ratio (Na)

0

0.1

0.2

0.3

0.4

0.5

0.6

0

1

2

3

4

Oxidant-to-Fuel Ratio

Emission

Figure 21

Figure 21 shows the emission reading vs. the oxidant-to-fuel ratio for K.  The optimal point (the point yielding the highest emission reading) is shown at the peak of the curve in red.  This point corresponds to an oxidant-to-fuel ratio of 2.25.  This curve displays a bell shape that drops to zero at an oxidant-to-fuel ratio of 4 (the flame deactivates).
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Figure 22 shows the emission reading vs. the number of turns of the horizontal adjustment knob for Na.  The optimal point (the point yielding the highest emission reading) is shown at the peak of the curve in red.  This corresponds to 2.75 turns of the horizontal adjustment knob (990 degrees) in the clockwise direction.  A smooth bell-curve was constructed for the horizontal adjustment knob.  
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Figure 23 shows the emission reading vs. the number of turns for the vertical adjustment knob for Na.  The optimal point (the point yielding the highest emission reading) is shown at the peak of the curve in red.  This corresponds to 15 complete turns of the vertical adjustment knob (5400 degrees) in the clockwise direction.  It may be noted that the vertical adjustment curve does not depict the same bell-shaped curve as the horizontal adjustment knob; the vertical adjustment curve plateaus after the maximum at 15 turns.
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Figure 24 shows the emission reading vs. the number of turns for the nebulizer adjustment knob for Na.  The optimal point (the point yielding the highest emission reading) is shown at the peak of the curve in red.  This point corresponds to one complete turn of the nebulizer adjustment knob (360 degrees) in the clockwise direction, which is the same as optimal point for potassium (See figure 20 above.).  This curve plateaus after the maximum at one turn, which is similar to the vertical adjustment curve.  
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Figure 25 shows the emission reading vs. the oxidant-to-fuel ratio for Na.  The optimal point (the point yielding the highest emission reading) is shown at the peak of the curve in red.  This point corresponds to an oxidant-to-fuel ratio of 2.00.  This curve displays a bell shape that drops to zero at an oxidant-to-fuel ratio of 4 (the flame deactivates).

Uncertainty Equations:

Equation 1 allows for the estimation of the uncertainty in the addition and subtraction of two variables (x and y), each with its own associated uncertainty (ex and ey respectively).  The variables must have same dimensions, and the estimated uncertainty carries the same dimensions as well.  Equation 1 allows for the maximization of systematic uncertainty.

Equation 1
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exy is the overall estimated uncertainty in the addition or subtraction of x and y.

Equation 2 allows for the estimation of the percent uncertainty in the multiplication or division of two variables (x and y), each with its own associated uncertainty (ex and ey respectively).  The variables may have different dimensions, and the estimated uncertainty is given as a percent of the product.  This can easily be converted into absolute uncertainty.  Equation 2 allows for the maximization of systematic uncertainty.

Equation 2
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% exy is the estimated percent uncertainty in the product of x and y.


Through successive error propagations using equations 1 and 2, the uncertainties in the concentrations of the dilutions were estimated (See results.).  The estimation of uncertainty through the use of error propagation tends to underestimate the overall uncertainty.  Error propagation only accounts for the systematic uncertainties. 

Pipette Calibrations:

Table 9

	Pipette Calibration (4/4/01)
	 
	 
	 
	 
	 

	 
	p1000
	 
	p200
	 
	p20

	Measured
	Actual 
	Measured
	Actual
	Measured
	Actual

	500
	0.508
	100
	100
	10
	10

	500
	0.511
	100
	101
	10
	10

	500
	0.503
	100
	100
	10
	10

	Pipette Calibration (4/11/01)
	 
	 
	 
	 
	 

	 
	p1000
	 
	p200
	 
	p20

	Measured
	Actual 
	Measured
	Actual
	Measured
	Actual

	500
	0.508
	100
	100
	10
	10

	500
	0.501
	100
	103
	10
	10

	500
	0.504
	100
	99
	10
	10

	Pipette Calibration (4/18/01)
	 
	 
	 
	 
	 

	 
	p1000
	 
	p200
	 
	p20

	Measured
	Actual 
	Measured
	Actual
	Measured
	Actual

	500
	496
	100
	100
	10
	10

	500
	503
	100
	101
	10
	10

	500
	496
	100
	100
	10
	10


Table 9 presents the air displacement pipette calibrations for all of the laboratory sessions (April 4th, 2001 through April 18th, 2001).  There was no significant difference between the measured volume of the pipette and the actual volume displaced. 
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