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BE209 Project: Building a more accurate electronic scale with the AD620 Operational Amplifier

Introduction

In this experiment, an electronic scale was constructed using an AD620 operational amplifier and a strain gage.  The primary goal was to test the accuracy of the electronic scale by comparing weight readings from the electronic scale to those measured by a regular weighing scale.  A strain gage is a resistor that changes resistance linearly with elongation, and the AD620 is an op-amp with a modifiable gain, which can be changed by varying the resistance attached between two pins of the op-amp.  The AD620 allows us to amplify millivolt signals to signals in the volt range.  This may increase accuracy by allowing us to better pinpoint the voltage readings.  Thus, we tested the differences in accuracy between narrow and broad weight ranges in our calibration, and the accuracy of higher gain versus lower gain.

We hypothesize that broad-range calibrations will produce a more accurate calibration than a narrow-range calibration.  A calibration range is defined as “a range between the highest and lowest standards used for calibrations, from which the properties of unknown samples can be determined.” 1  Basically, this means that a calibration curve should be used to measure properties (in our case, weight) within the calibration range.  Therefore, it is hypothesized that a narrow range of 0 to 60 pounds will not be as accurate as a broad range curve for measuring body weights over 100 pounds.  The inaccuracy of the narrow range may be caused by greater extrapolation of the calibration line.  Also, any variability in deformation of the bar and strain gage may not be taken into account with the narrow range calibration.  We are also hypothesizing that altering the gain on the AD620 should not have any effect on the accuracy of the scale.  Assuming that the output signal from the chip is large enough to be picked up by the DMM, amplifying that signal even further would also amplify any noises in it.  Thus, a higher gain should not have any clear advantage.  
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Materials and Methods
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that identify their contact points with other associated bars.  This enabled the apparatus to be setup without the use of measuring devices.  The strain gage is connected to the circuit shown below on the left.  The circuit basically utilized an AD620 to amplify the voltage difference across a Wheatstone bridge.  The potentiometer was used to balance the bridge when there is no weight placed on the gage.  

Using the apparatus that we have built, we tested three hypotheses – (1) the broad range calibration curve will result in an electronic scale that is more accurate, (2) With 2 narrow calibration curves (heavy and light), readings obtained will be more accurate when light weights are tested using the light calibration curve and heavy weights are tested using a heavy curve. (3) altering the AD620 operational amplifier’s gain parameters to higher values will not have any effect on the accuracy of the scale.  

Testing the first hypothesis was done by constructing calibration curves for different ranges of weights.  We used weights ranging from 60 to 130 pounds for the broad range calibration curve and weights from approximately 60 to 90 pounds for the narrow range calibration curve.  After the parameters (slope and intercept) of each curve were obtained, they were entered into the DMM so the voltage reading could be converted straight into a weight reading in pounds.  Once the calibration curves were constructed, we proceeded to take actual weight measurements using our scale.  Results given from our scale were compared with their “actual” weight written on the standardized dumbbells in order to generate percent errors on each of the readings.  This method simply tested the accuracy of each individual curve.  For each curve’s readings, an average percent error was computed.

Testing the second hypothesis was effectively done through the use of two narrow range calibration curves.  One was a “light” curve and one was a “heavy” curve.  The light curve was constructed with weights in the 60 to 90 pound range whereas the heavy curve was constructed with weights in the 90 to 130 pound range.  Each of these curves was used to measure at least two weight amounts – one which was in the middle of its own interval (heavy or light) and one which was in the middle of the other interval.  Similar to the procedure for the first hypothesis, we calculated percent error values for each of the trials of the two curves.  Again, this tested the accuracy of the “heavy” and “light” curves individually and also tested if measuring a weight that lies within the calibration range is more accurate than measuring a weight that is not in the calibration range.  

The test for the third hypothesis had a different variable than the first two tests.  In this part, a fixed set of weights will be used to construct the calibration curve while the value of the gain resistor varied between trials.  Two trials were conducted, one with the AD620 gain set to approx 100 (470 ohm gain resistor) and one with the AD620 gain set to approx 1000 (47 ohm gain resistor).  Using the calibration curves generated for each gain, weights were measured with our scale and the readings were compared to their “actual” values which were written on the dumbbells.  This tested the accuracy of each calibration curve. 

While conducting all three tests, we maintained a fixed method for acquiring data points for the calibration curves that were constructed.  Since the voltage difference from a bridge with a strain gage was not constant, we took three voltage readings from the DMM.  The average of these three were used as our data point.  Aside from when taking voltage measurements from the DMM, this same technique was applied in the testing phase while the DMM was configured to display a reading in pounds, during which the readings were also prone to fluctuation.  This process was implemented during both calibration and data acquisition; thus, it helped account for the fluctuation by reducing random error.  

One more stipulation about our data acquisition process is that we tried to minimize the amount of prolonged strain on the gage by taking the weights off between trials instead of leaving them on the gage.  Our apparatus, which utilized two rods, distributed the weight between both of them and thus reduced the stress on the strain gage.  Hence, the apparatus was less susceptible to deformation or fatigue from the weights used and this allowed us to be more confident that readings generated from it were accurate.  

Since we were only testing accuracy, data analysis for precision was not done because the reproducibility of the readings was not considered – but rather their proximity to an actual value was of interest.    

Results

The first finding of this experiment is that setting the AD620 to a low gain resulted in a more accurate scale.  Using a 470Ω resistor, the AD620 was set to a gain of approximately 100 - this served as our low gain experiment.  Using the slope and intercept of the calibration curve shown in Graph 1, the DMM was configured to display a reading in pounds and we subsequently measured weights of 60, 80, and 100 pounds.  Table 1 shows the readings generated and the corresponding percent errors for them.  A similar procedure was carried out using a 47Ω resistor (high gain of approx. 1000) to produce the calibration curve shown in Graph 2.  Table 2 outlines the readings and percent errors for measured weights using a high gain.  An average of the percent errors was taken and the average of the errors from Table 1 is 9.56% and 13.77% from Table 2.  Note that for this part of the analysis only the readings for 60, 80, and 100 pounds, which are highlighted in gray, were used. 
Graph 1
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Table 1  (low gain of 50)




Table 2  (high gain of 500)
	Weight Measured 
	Average Reading
	%Error

	(lbs)
	(lbs)
	

	60
	70.19
	17

	80
	79.12
	1.1

	100
	123.21
	23.21

	110
	110.933
	0.848

	122
	134.7
	12


	Weight Measured
	Average Reading
	Percent Error

	   lbs
	lbs
	

	60
	50.2
	16.3

	80
	77.6
	3

	100
	90.6
	9.4


The second main finding is that a narrow range calibration is more accurate than a broad range calibration.  Graph 2, along with being the high gain calibration, also represents the calibration for a broad range.  Graph 3 below shows the calibration using a narrow range of 60 to 90 pounds.  Graph 4 also shows the calibration using a narrow range but with a heavier set of weights from 90 to 130 pounds.  The average of the errors in tables 3 and 4 is 9.68% and represents the error for our narrow range calibration.  The average of all five errors listed in Table 2 (10.83%) represents the error for our broad range calibration.  This shows that the narrow range calibration is more accurate than the broad range by 1.15 %.  
Graph 3





    Graph 4
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Table 3 





Table 4
Narrow Light Range
 ( 60-90 lbs)

          Narrow Heavy Range ( 90-130 lbs)
	Weight Measured 
	Average Reading
	%Error

	(lbs)
	(lbs)
	

	60
	66.18
	10.3

	80
	75.92
	5.1

	100
	123.99
	24

	110
	110.6
	0.545

	122
	136.49
	11.9

	Weight Measured 
	Average Reading
	%Error

	(lbs)
	(lbs)
	

	60
	70.42
	17.4

	80
	78.39
	2.01

	100
	117.7
	17.7

	110
	106.77
	2.94

	122
	127.95
	4.88


The third main finding is that when light weights are measured with a calibration curve constructed from a range of light weights, the readings are more accurate than those from a range of heavy weight calibration.  The reverse of this applies for heavy weights as well.  Only certain data points of Tables 3 and 4 are needed to test our 2nd hypothesis (with 2 narrow calibration curves, heavy and light, readings obtained will be more accurate when light weights are tested using the light calibration curve and heavy weights are tested using a heavy curve).  Each curve was used to test the same two data points, each at the center of the two calibration ranges. The center of the light calibration range is approximately 80 pounds, and the center of the heavy range is 110 pounds. Therefore, each curve was used to test one data point within its calibration range and one outside of it.  As shown in Table 3, the light range calibration resulted in an error of 2.01% for 80 pounds, whereas the heavy range resulted in an error of 5.1% for 80 pounds.  On the contrary, the heavy range was more accurate for the 110 pound reading with an error of 0.545% compared to 2.94% error for the light range.  However, some of the other data points which were not at the center of the calibration ranges contradict this trend.
The data points on the above calibration curves represent the average of three readings taken.  Instead of showing three separate calibration curves for each scenario, graphs 1-4 show the best fit lines of the averages of those three data points.  Thus, each coordinate actually represents a range of values for voltage for a given weight.  By using the x-error bars, we were then able to determine an error around each of the best fit lines, the equations for which are given in the results section.  The range of the slopes for graph 1 is -119.16 + 23.0, graph 2 is -143.29 + 9.63, graph 3 is 127.85 + 30.40, and graph 4 is -156.23 + 21.25.  
Discussion
The following points will be discussed:  (1) a narrow range of weight values was more accurate than a broad range, (2) low gain measurements are more accurate than high gain measurements (3) readings obtained were more accurate when light weights were tested using the light calibration curve and heavy weights are tested using a heavy curve, (4) a combination of design factors and limited weights may have caused our data to be more inaccurate, (5) the error in calibration curves may undermine any conclusive analysis made from the data, (6) the main reason for error in this experiment was fluctuation in the output from the circuit, and (7) possible studies for the future.  

Our broad range calibration resulted in an average error of 10.83%, while our narrow range calibration resulted in an average error of 9.68%, a difference of 1.15%.  Thus, our hypothesis that a broad range calibration would be more accurate than a narrow range calibration was incorrect.  

Using a low gain setting of approximately 100 (47 ohm resistor) resulted in an average error of 9.56%, whereas a higher gain setting of 1000 (470 ohm resistor) gave an average error of 13.77%, a difference of 4.21%.  Thus, our hypothesis that op-amp gain does not affect accuracy of the scale is incorrect The low gain setting produced measurements that were more accurate than the high gain. 
Measuring an 80 pound weight with the light range calibration curve (60-90 pounds) resulted in an error of 2.01%, while measuring a 110 pound weight with the heavy range calibration (60-90 pounds) resulted in a greater error of 5.1%.  Measuring a 110 pound weight with the light range calibration curve resulted in an error of 2.94%, while measuring a 110 pound weight with the heavy range calibration resulted in a smaller error of 0.545%.   This supports our hypothesis that measuring light weights with a light range calibration curve is more accurate than measuring heavy weights, and vice versa.  

In this experiment, limitations were primarily caused by the systematic error of the DMM. The DMM’s high sensitivity resulted in extensive fluctuations and made pinpointing voltage readings more difficult.  Furthermore, inaccuracy in the weight readings could have easily been due to inaccurate mass centering.  Ideally, the weight should rest exactly at the center of the setup so that it is equally distributed on both strain bars.  However, this was difficult to achieve with the materials that were provided. The setup that we utilized involved two strain bars rather than one.  This addition was necessary to increase stability of the setup which is essential in reducing the already large fluctuations of the DMM. By increasing the apparatus’ stability, however, we compromised its sensitivity since the weight was now distributed over two bars.  This reduction in sensitivity was apparent because the apparatus was only able to accurately read weights above 60 pounds.  Furthermore, the experiment could not be performed optimally because there were insufficient dumbbells to provide a heavy enough weight, which would also allow for a clearer distinction to be made between a light and heavy range.  Heavier weights would allow greater bending of the strain bars thus giving us more precise readings.

The error in the calibration curves must be considered when making any conclusions from the data because large errors may undermine the validity of these conclusions.  The numbers presented at the end of the results section represent these internal errors that must be considered. Graphically, these errors show that each best fit line is actually an optimal representation of lines with a wide degree of slopes.  To demonstrate the significance of this analysis, we can examine the accuracy of the high gain calibration compared to the low gain calibration. The percent error in the high gain values was 13.77% as opposed to 9.56% for the low gain values.  This 4.21% error difference shows that low gain is more accurate than high gain.  However, we have to consider the fact that this error difference may be trivial because of systematic error.  In other words, the range of slope for high gain calibration curve is -143.29 + 9.63, a 6.72% error.  This error of 6.72% is greater than the difference between high and low gain scales (4.21%).  As a result, errors inherent in our calibration curve are bigger than discrepancies amongst them, thus undermining any conclusive statements that can be made.  Therefore, although the best fit lines of the high and low gain curves support the conclusions that we have made, there is considerable uncertainty in the reliability of our data.  Similarly, this type of analysis can be applied to the other comparisons as well.

The fluctuation of the output signal was the main source of error in this experiment.  When placing a 70 pound weight on the scale, the readings varied from as low as 58 pounds to as heavy as 79 pounds.  This fluctuation results in a spread that is approximately 15% of the value of the weight.  Other factors such as shifting of the apparatus and off-centered weights may be the cause for the increased internal error that was as high as 24% for graph 3.  In an attempt to reduce this error, a low pass filter with a 70 Hz cutoff frequency was hooked across the output of the AD620.  Although we observed that the filter certainly attenuated the amplitude of the noise, it did not help reduce fluctuations.  When we placed a 70 pound weight on the apparatus after the filter had been installed, the same fluctuation as above still occurred.  Thus, we can deduce that some other aspect of the design, such as poor adhesion between the strain gage and the rod may have been the cause of fluctuation.  

Another design issue that may have been conducive to error was the sensitivity of the scale.  At times, certain weight increments produced readings that were highly erroneous.  For example, when adding 10 pounds to a 70 pound load, the reading increased only to a maximum of 72 pounds.  When 10 more pounds were added however, an increase to approximately 91 pounds was observed.  This peculiar result, which was observed after the calibration curves above were constructed, led us to think that perhaps using two strain rods contributed to the desensitizing of the apparatus.  Another change that could have resulted in better data would have been to place the bars farther apart (say 12 inches instead of the 10 inches used).   

With the errors and limitations of this lab in mind, future studies that should be performed are clear.  To obtain better results, we will need to reduce fluctuations in our readings as well as increase the sensitivity of the electronic scale.  This can be done in a few ways. Most importantly, we must use a heavier weight range so that we can more properly discern whether heavier and light weight values are actually more accurate in their respective ranges A heavier weight range may also give us more stable readings as the fluctuations may be less significant when heavier weights are measured.  We could also utilize a more malleable metal bar to which the strain gage was attached as this would lead to greater bending of the strain gage and hence greater sensitivity.  By utilizing more malleable metal bars, we can increase the number of bars used in the apparatus to increase the stability of the weights without greatly compromising the sensitivity of the electronic scale. Increasing the distance between the 2 metal bars in our apparatus would also result in greater amount of bending and hence increase the sensitivity of the strain gage. 
The apparatus that we built consists of two vertically parallel holders that allow two rods, one with a strain gage, to be placed horizontally across them.  A balancing rod is placed vertically over the strain gage rods in order to maintain balance when weights are placed on the apparatus.  Furthermore, this topmost rod helps maintain a constant contact surface area with the strain gage rods.  The center of mass is accurately measured and is marked on the apparatus.  (See figure below) In order to make sure that the configuration remains constant, all bars were marked with pieces of tape 
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