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Temperature Telemetry-Final Report

Introduction:
Temperature telemetry is the transmission of temperature data from a remote, possibly inaccessible location to another location where the data can be interpreted.  With this technology, “wireless thermometers” have the possibility to be surgically implanted, swallowed, or carried on the subject.1  
The transmitter of a typical biotelemetry system generates a carrier and modulates it.  This can be accomplished through amplitude-modulated (AM) and frequency-modulated (FM) carriers where the respective variables are varied with the transmitted information.  Pulse width modulation (PWM) utilizes a series of short pulses on the transmitter to generate the carrier, and the lengths of the pulses can determine the signal.  The receiver component is then capable of receiving the transmitted signal and demodulating it to recover the information.1
A typical transmitter involves infrared radiation light emitting diodes to encode data to remotely located photodetector-based receivers.3  The transmitter often employs one of two techniques of infrared telemetry, direct radiation or diffuse IR radiation, where the latter is based on reflections of the signal from the walls, ceiling, and floor.1

In this project, a thermistor-based, wireless thermometer will be constructed utilizing a PWM carrier and narrow beam, IR transmission.  The range of the wireless thermometer is dependent on the power and frequency of the transmitter, relative locations and directions of transmitting and receiving components, and sensitivity of the receiver.  Size, cost, circuit complexity, power requirements, and operational lifetime are a few of the variables that could influence the design of a wireless thermometer.  Practical applications of the proposed wireless thermometer require a lightweight, portable system.

An infrared light carrier will be utilized instead of radio telemetry because there is much less man-made and natural interference noise; however, noise is still a great concern in the proposed project.1  In general, while it suffers from short range and requires proper transmitter/receiver alignment, IR transmission would be more appropriate in a hospital environment than radio transmission because of the possible interference from the latter with medical devices such as pacemakers or infusion-pumps.  Another advantage of the IR light carrier is the lack of large antennae for the transmitting and receiving components, which are necessary for radio transmission; this characteristic can aid in the development of a more portable system.1
Methods and Materials:
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Using constant resistors at R1 and R2 in the circuit shown in Figure 1 produces a steady pulsing of the infrared LED, where f=1/(.693*C*(R1+2*R2)) is the pulsing frequency.  This pulsing is dependent upon the charging and discharging of capacitor C.  As capacitor C charges, the LED is lit, and while capacitor C discharges, the LED is off.  By substituting a thermistor into the R2 position, changes in the resistance due to changes in sample temperature produce varying pulses, which can be correlated to the sample temperatures. The major advantage to this is that the signal can hypothetically be passed through a medium and have its frequency unchanged, whether or not the amplitude of the signal is diminished.  This makes data through a medium more accurate than measuring amplitudes because amplitude of frequency can be affected by the type of medium, alignment, and distance.  
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Figure 1 shows the values of the resistors and capacitors, chosen as such to produce a clear frequency that is both above lab noise and provides large enough frequency range to make temperature changes more identifiable with approximately 50% duty cycle, which is defined as: (.69*(R1 + R2)*C)/((.69(R1 + R2) * C)+ (.69(R2 * C)) ).  This frequency is then transmitted wirelessly to the receiver circuit which can be assembled in one of two ways.

The first method involves attaching an oscilloscope in series with a phototransistor which is itself attached to a voltage source and reference resistor as seen in Figure 2.  The oscilloscope measures the frequency of the signal received by the phototransistor; therefore, as the LED flashes, the voltage fed to the oscilloscope changes at the same frequency as the pulsing LED, and the frequency is then determined by the oscilloscope.

Unfortunately, this method raises an issue of ease and portability.  While a frequency could be converted to a temperature, the materials necessary to record the frequency can be very unwieldy and impractical.  Therefore, a system, which utilizes the LM 555 in “reverse,” that converts a frequency back to an easily measurable voltage or current would be more useful.

One calibration curve of Temperature vs. Frequency was constructed in the temperature range of 20◦C-40◦C.  This temperature range was chosen because it spans room temperature and body temperature.  This narrow range curve was constructed as opposed to one broad range curve because linear approximations over narrower temperature ranges become more accurate.  The Steinhart-Hart Equation, which relates resistance of a thermistor to temperature, is not linear.  Using the Virtual Oscilloscope, five single run frequencies were obtained at each temperature and averaged to construct points and error bars on the calibration curve.  Frequency and temperature readings were taken using the thermistor and thermometer in a beaker of water.  To establish the calibration curve, 20 temperature/frequency pairs were taken over the temperature range.  The experiment began by taking frequency readings at 40◦C, and then, to decrease the temperature, ice cold water was added intermittently to the beaker of water until 20◦C was reached.

There is a specific range in which the distance between the infrared LED and the phototransistor must lie so that the signal obtained accurate for the temperature.  To determine the optimal distance range between the infrared LED and the phototransistor measurements at several distances of separation were taken and multiple two-sample T-tests were performed.  First, the infrared LED was replaced by the oscilloscope in the transmitter component of the apparatus.  At a constant temperature of 24.0◦C, five frequencies were obtained using the Virtual Oscilloscope. A mean and standard deviation of these five frequencies was then calculated and set as the base values for the LED at the given temperature.  The infrared LED was then placed back into the circuit.  Starting from distances of 2mm and 10mm, and then increasing distance in increments of approximately 10mm, five frequencies were recorded at each distance, and the mean and standard deviation were calculated for each set of data.  Two-sample T-tests were performed on the data obtained at each distance and the baseline data.  The LED and the phototransistor were placed very close together to find the distance at which the obtained frequencies became statistically the same as the base frequency, and thus valid, while the same calculations occurred until the obtained frequencies became statistically different than the base frequencies, and thus were invalid.  
It was hypothesized that while different mediums may alter the percent transmittance of the signal, the frequency itself would remain unaltered, and so, Plastic Ziploc bags (being a transparent material), gauze (being a porous material), paper (being a solid, non-reflective material), and aluminum foil (being a reflective material) were used to test the effect of different mediums on output frequency.  To keep temperature constant, the thermistor was placed in a beaker of water that had been left out in the room since the beginning of the experiment.  One sheet of plastic was placed between the infrared LED and the phototransistor and five frequencies were obtained for the material.  A mean frequency and standard deviation for plastic material were calculated.  The same procedure was repeated for the three remaining mediums as well as a baseline air medium.  One two-sample T-test (comparing the frequencies obtained with air as the medium and the frequencies obtained for the tested material) was performed for each material to determine whether the mean transmitted frequencies for the different mediums were statistically the same as those for the experiment with air as the medium. 

A fiber optic cable was also used to determine if the frequencies transmitted through the cable were statistically the same as the base frequencies.  To do this, one end of the cable was placed around the infrared LED and the other around the phototransistor.  Five frequencies were then obtained using the oscilloscope.
Results:

Figure 1 presents a calibration curve for temperature of water as measured by a thermometer versus the frequencies from the thermistor apparatus.  The resistance of the thermistor was converted to a frequency through the apparatus and emitted by the infrared diode to then be received by the phototransistor.  This linear regression plot is an approximation, as resistance changes in the thermistor are not linear, but instead approach linearity over small temperature ranges.  The linearity can be seen both in the curve in the plot and an r2 =.9899.  To populate the calibration curve, five trials of data were taken at approximately 1°C increments from 20°C to 40°C.  The error bars are present in the above figure, but as the largest standard deviation found for the data at any temperature was only .83666 Hz for a mean frequency of 147.8 Hz (0.566% error) at 26.0°C, these bars are negligible and therefore difficult to see.  


	
	Frequencies (Hz)
	
	
	Frequencies (Hz)
	

	Distance (mm)
	Mean
	Standard Deviation
	T-statistic
	Distance (mm)
	Mean
	Standard Deviation
	T-Statistic

	2
	163
	2.236068
	26
	100
	137.2
	0.447214
	1

	10
	161.8
	2.683282
	20.666
	150
	136.4
	1.516575
	0.884652

	20
	161.4
	2.19089
	24.90315
	200
	136
	3.605551
	0.620174

	30
	155.4
	6.580274
	6.252575
	250
	139.4
	2.966479
	1.809068

	40
	158.4
	10.28591
	4.652174
	500
	138.8
	3.563706
	1.12942

	50
	155.2
	10.70981
	3.79992
	1000
	132.2
	4.658326
	2.304074

	60
	137.2
	.447214
	1
	1025
	136.4
	3.04959
	1.759765

	70
	137
	0
	undefined
	1050
	134
	3
	0

	80
	137
	0
	undefined
	1100
	117
	14.64582
	3.053524



When the LED and phototransistor are adjacent to one another, the signal read had a higher frequency and contained more noise than the transmitted signal.  This led to the testing of the relationship of the relative distance between the LED and phototransistor and the accuracy and precision of the signal.  Figure 2 presents the data for the circuit with the infrared LED and the phototransistor at various distances apart.  The mean frequency and standard deviation of 5 trials at each distance is shown, as is the T statistic for each distance compared to the baseline frequency.  This baseline was determined by measuring the frequency input into the infrared LED directly by connecting an oscilloscope in series with pin 3 and ground, in place of the LED, and was found to be 141 Hz for all 5 trials.  Therefore, the T statistics were determined by comparing the frequencies at each distance to this 141 Hz baseline mean and standard deviation equal to 0.  The T statistic used for comparison at 95% and 8 degrees of freedom was 2.306.  Distances between 60 mm and 1050 mm yielded data with 95% confidence, with 70 mm and 80 mm yielding standard deviation equal to 0.  Beyond a range of 1050 mm, the signal was weakened to the point where the mean of the data taken was statistically different from the baseline data.  Data where the T statistic was infinity indicates that data taken had identical means to the base line and no standard deviations, as can be seen in the table.

	Material
	Mean Frequency (Hz)
	Standard Deviation
	t-statistic

	Air
	133.4
	0.699206
	0

	Plastic
	132.8
	1.135292
	1.006

	Gauze
	134.4
	0.843274
	2.041

	Paper
	135.0
	4.807402
	0.736

	Aluminum Foil
	125.5
	22.43766
	0.789


Figure 3 shows data obtained for ten frequency readings when a single piece of material was placed between the infrared LED and the phototransistor.  The baseline frequency for the given data set was 131 Hz at a temperature of 23.8ºC. The standard deviations given in the table give an indication of the precision for each material with the porous and transparent materials showing the highest precision.  The means indicate the accuracy of the obtained frequencies.  Two population t-tests were used to compare the data at each medium to the data obtained when the signal was transmitted through air.  These t-statistics are compared to the T-statistic of 2.101 to determine if the null hypotheses that the means are the same are accepted.
Discussion:


Pulse width modulation has distinct advantages over amplitude modulation of signals as shown in previous experiments.  These are particularly evident when transmitting signals over varying distances or mediums because, despite the signal strength being diminished in either of these instances, the frequency should not be altered.  Both of these assumptions were tested in this experiment.  Two hypotheses were formed: 1) that there would be a maximum distance over which the LED and phototransistor could be separated without ambient noise overwhelming the signal, making it accurately readable, and 2) that the signal could travel accurately through mediums including paper, plastic, and gauze, but not aluminum foil because it would reflect the signal.

It was previously shown that a plot of temperature versus output voltage from a voltage divider circuit with a thermistor acting as the second resistor approaches linearity for small temperature ranges; however, the Steinhart-Hart equation dictates a more exponential plot for a thermistor as the temperature range broadens.  A 20˚C range used for the temperature calibration curve of temperature versus received signal frequency (Figure 1) showed noticeable bowing near the extreme ends.  To obtain a more reliable calibration curve compared to those in the previous experiment, a temperature/frequency plot was taken after approximately every degree Centigrade.  The regression with an R2=0.9899 and the slight curvature show that some sort of conversion that accounts for the nonlinearity of the thermistor’s resistance could improve the accuracy of the calibration curve.

The data in Figure 2 shows that there is not only a distance at which the signal becomes too weak to read, but there is also a point at which the signal becomes oversaturated, as the LED and phototransistor move closer to one another.  The optimal distances for the circuit were found to be about 60-1050 mm, as determined by doing two population T-tests using the baseline as data taken directly from the circuit prior to the signal reaching the LED and being transmitted.  Despite the fact that data in this range satisfied a T-test, there still was variation in the frequencies received which could be a problem if this system were used in a practical application because most likely only one temperature would be taken, not multiple trials; one slightly erroneous reading could be costly, especially for medical applications.  The most accurate and reliable data was found in the 70-80 mm range, where the means were identical to the baseline means when five trials were taken.


Placing mediums between the LED and phototransistor yielded expected results.  Varying mediums affected both the accuracy and precision.  As predicted, the aluminum foil showed poor accuracy and precision as the signal was mostly reflected rather than transmitted, allowing noise to seriously affect the data.  The plastic was quite accurate and precise with a mean only .6 Hz from the base mean (no medium) and a standard deviation of 1.135.  In practical applications, this material could be used as a clear window through which the signal could be sent.  The gauze, being quite porous, showed an error of 1 Hz on the mean and the smallest standard deviation (.843 Hz), negligibly smaller than the plastic.  Paper, being mostly opaque and not porous, presented some problems as the mean was 1.6 Hz off the base mean and the standard deviation was almost 5 Hz.  The null hypothesis that the means of air and each tested medium are the same was accepted using two-population T-tests, with t statistics of .736-2.041, which are all below the T-stat of 2.101 for 95% confidence.  Because the accuracy and precision diminish together for each medium, these increasingly different means are coupled with larger standard deviations.  Therefore, this leads to the inability to conclude whether or not the means are different because a large standard deviation will not rule out the possibility that the means are actually the same.  

The errors resulting from the mediums and distance variation may be due to the fact that the LED used was weak.  As this already weak signal is diminished, noise becomes more prominent in the received signal and can drown the signal generated by the circuit; however, the frequency is not affected.


An alternative receiving apparatus was constructed to demodulate the transmitted signal.  Because an oscilloscope is required to obtain calibrated temperature measurements from the pulse width modulated signal, an LM555 chip was used in reverse to convert the signal transmitted from the infrared LED into a current.  A capacitor in conjunction with a signal amplifier was used to convert the varying resistance of the phototransistor due to the varying pulse widths of the transmitted signal into a current outputted from pin 3 of the second LM555 timer chip.  However, this apparatus did not prove to be capable of functioning properly.  Possible reasons for failure include loose wires and improperly configured LM741 chips, which replaced one LM1458 dual-operational amplifier from the protocol.


Fiber optic wires’ extremely efficient transmission of beams of light led to the possibility of sending the signal generated from the thermometer apparatus up to several kilometers away to the receiving component.  When a fiber optic cable was connected to the infrared LED and the phototransistor of the respective components, a clean signal could not be distinguished.  Possible reasons for the failure include a crack in the core of the cable, which could have allowed some of the signal to escape, and the coiled cable, which may have caused the signal to hit the outer wall of the cable with an angle of incidence less than the critical angle leading to loss of signal.  However, these explanations can be discounted because when a red LED was connected to the fiber optic cable, red light was detected at the other end of the cable.


Initially a box was placed over the circuits to attempt to eliminate the ambient noise.  This box was found to produce even less precise data, than when the circuits were uncovered.  Thought to be contradictory, this could be explained by the fact that the inside of the box may have reflected the signal around resulting in multiple signals at different phases reaching the phototransistor simultaneously causing the signal to be distorted.
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