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BACKGROUND

In clinical settings, obtaining vital signs for patients is crucial in making a diagnosis. Temperature telemetry is convenient because it allows wireless temperature measurements by encoding the measurement in light signals.  A typical telemetry device consists of two sections: the back-end and the front-end.  Often, the back-end unit is placed in a patient or object of interest where it continuously obtains temperature readings.  These readings are then transmitted to a front-end unit through proper light signal encoding which is then converted by a computer into temperature values.

Telemetry devices are widely used for continuous and automatic logging of an object’s temperature during important physiologic activities.  For example, female ovulation can be characterized by the patient’s vaginal temperature1.  Another popular use of telemetric devices has been to measure animals’ deep body temperature changes due to environmental stressors (e.g. ambient temperature, ambient pressure, etc.)2.  Lastly, temperature telemetry has been used in clinical studies of prosthetic implants.  For instance, biotelemetry devices have been implanted to gauge the frictional heat generated on the acetabular head of a patient with a hip implant3.  This provides useful information on whether the implant is capable of functioning in daily activities without generating excessive frictional heat.

The goal of this project is to create and understand a basic temperature telemetry device.  Using a LM555 timer chip and a thermistor, the temperature values are encoded as pulse frequencies.  With the telemetry circuit it is hypothesized that:

1.  A pulse frequency generated by the timer chip can accurately be received and then decoded into temperature values.  

2.  A narrow range (18 – 28 °C) calibration curve will yield more accurate decoding of temperature readings than a wide range (8 – 40 °C) calibration.

3.  Increasing the distance between the transmitting and the receiving units of the telemetry device will decrease the accuracy of the temperature decoding.
The constraints of the circuit are the distance between the LED and the phototransistor, the calibration ranges, and the response time. The distance remains constant throughout the experiment until hypothesis three is tested.  The initial wide and narrow range calibration curves are used as references for determining the temperature. The linearity of the calibration curves will be accepted if the linear regression model renders a fitting above 95%. Due to the limitation on the calibration ranges, accuracy of the temperature reading may be affected once the temperature falls either below or beyond the range. The response time of the system is another factor that determines the practical applications of the device. Commonly used electronic thermometers4 have a response time of 4-15 seconds, thus it is expected a similar performance for our device. 
MATERIALS
LM555 chip

Thermistor

Phototransistor 

Infrared led/LED’s

Solderless breadboard

Oscilloscope

Resistors

Capacitors for chip

Wire and wire strippers

Thermometer

Water

Beaker
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Circuit Development

The circuit allows us to measure temperature proportionally to frequency.  By using a LM555 timer chip, a voltage is transformed into a unique frequency.  The thermistor is used to alter the voltage so that various temperatures correspond to certain frequencies.  These fluctuations are sent through the infrared LED, whose pulsations are detected and recorded by the phototransistor.  
To protect the circuit in our experiment, current limiting resistors were used in series with the thermistor, infrared LED, and phototransistor (1 kΩ, 1 kΩ, and 100 kΩ respectively).  Furthermore, by using the LM555 chip, we derived the actual frequency by using the following equation: f = 1.44 / ((RA + 2*RB)*C).  The initial capacitance was .011 (F.  

[image: image5.png]ant

Thrmiter

55

o f




We built the circuit in parts.  First, the thermistor was constructed and tested over a wide range (8 – 40 °C) and narrow range (18 – 28 °C) for linearity using the Steinhart-Hart equation, 1/Tk = a + b*(ln(Rt)).  Following this, the front-end, the phototransistor, was assembled.  Using the DMM Virtual Instrument, the integrity of the device was insured.  Once verified, these two components were connected through the LM555 chip.  Finally, the temperature would be controlled to change in units of 1 °C to confirm that the pulse measured frequency is changing in a stable manner.
Model Testing

We constructed two calibration curves relating frequency to temperature on a wide range (8 – 40 °C) and a narrow range (18 – 28 °C).  The theoretical linearity between temperature and frequency was derived to be through the following relationship 1/Tk vs. ln[1.44/(f*C) – 2*RB)] (see Appendix “Derivation”).  However, we also plotted temperature against frequency in hope of discovering a simpler linear relationship.  
The efficiency of the wide and narrow calibration curves, as a tool for calculating temperature from frequency, was tested for varying temperature ranges.  Using the regression equations from the calibration curves, temperature values can be calculated from the observed frequencies.  The calculated values, obtained from the wide and narrow curves, were compared separately with the actual temperature values (measured by thermometer).  A t-test was performed to determine if the calculated temperatures (from either the narrow or wide curves) and the actual temperatures are statistically different.
The distance between the infrared LED and the phototransistor were also altered to test integrity of the system.  By varying the distance by approximately two centimeters at a time, we observed whether there was a change in the frequency.  This would correspond to reliability of the telemetry.

Error Analysis
The sensitivity and consistency of the circuit were tested. Response time, defined as the time for voltage change to occur once temperature changes, was identified as the sensitivity of the circuit. By moving the thermistor from one known temperature to another known temperature (both with known frequencies), the time until the computer displays the correct frequency corresponding to the change in temperature was taken as the response time.  
Further error analysis included drift and noise.  The drift in the circuit was measured by comparing the frequency obtained from water at room temperature before and after ten minutes. Additionally, noise in the circuit was determined by taking ten repeated measurements at constant temperature and the deviation from the mean of this data was taken as the noise factor. 
RESULTS











The temperature telemetry device was used for a series of experiments: producing narrow and wide range calibration curves, instrument analysis (e.g. response time, integrity of signal transmission, misalignment), error analysis (noise & drift), temperature calculations using calibration curves, and effective telemetry distance.
Before operating the entire system though, the components of the circuit were measured and tested to ensure functionality. The resistor of the timer chip had a resistance of 1.0 kΩ. The resistance of the thermistor was measured as 8.76 kΩ. Moreover, the circuit used in this experiment was actually composed of two separate parts: the output component which emitted the pulsing voltage through the LED, and the input component which received the pulsing voltage through a phototransistor. Both components were tested separately before being combined.

In order to test the first component of the circuit, the expected frequency obtained from the formula (1.44/(C*(Rthermistor + 2*R2) was compared to the experimental frequency from the oscilloscope at 27 °C. The capacitance was changed using a variable capacitor (Table 1). 

Table 1.

	Capacitance (uF)
	Expected Frequency (kHz)
	Experimental Frequency(kHz)

	0.011
	11.3
	12.1

	0.0047
	35.7
	40.5

	0.0033
	35.7
	40.5

	0.002
	52
	66.8


Table 1 shows that the expected and experimental frequency were closer to each other as the capacitance increased. Therefore we used the 0.011 (F as our standard capacitance since that rendered the most accurate and stable result in the oscilloscope.

The input component of the circuit was checked by calculating the voltage drop across the phototransistor covered and uncovered. The voltage drop covered and exposed to external light was 0.1103 V and 3.245 V respectively. However, change in voltage did not influence frequency. Thus we concluded that cover and uncover will not affect our data. 
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Two calibration curves were created as water cooled from 28 °C to 18 °C. The first curve plotted temperature versus frequency (Figure 1).  This graph demonstrated that there exists a linear relationship between temperature and frequency, with an R2 of 0.9983.  The second graph verified the theoretical prediction of a linear relationship between the functions 1/Tk and ln[1.44/(f*C) – 2*RB)] , with an R2 of 0.9893 (Figure 2).  Surprisingly, the R2 coefficients seem to suggest that the linear relationship between temperature and frequency is even stronger than the expected linear relationship between 1/Tk and ln[1.44/(f*C) – 2*RB)].  Since the data proved linearity of temperature and frequency, it was used as the standard for the rest of the experiment.
Data was then gathered for both a narrow and wide range, with the narrow range proving to be more linear than the wide (R² of .9983 and .9847 respectively). The narrow (18 – 28 oC) calibration curve (Figure 3) had a slope of 2.7304 oC/kHz; whereas, the wide (8 – 40 oC) calibration curve (Figure 4) had a slope of 2.6871 oC/kHz. 



Figure 3





Figure 4
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Figure 5
Furthermore, frequency generated could be affected by variation in resistance and capacitance. The capacitance was shown to be indirectly proportional to frequency through the formula for frequency: f = 1.44 / ((RA + 2*RB)*C).  When a lower capacitance of 0.0080 µF was used (compared to the 0.011 µF used for the other calibrations) for the narrow calibration curve, the slope decreased significantly from 2.7304 oC/kHz to 2.0602 oC/kHz (Figure 5). The frequency respectively increased from a range of 8-12 kHz to 11-16 kHz.  

Instrumental Analysis

The average response time for the device to re-stabilize at an expected frequency following a rapid temperature change in water from 12 oC (6.35 kHz) to 23 oC (9.5 kHz) was 68.67 sec with a standard deviation of 2.9406 sec. This response time for a 11 oC temperature change corresponds to a rate of 0.1604  oC / sec.
	Table 2.
	Mean
	Standard Deviation

	Response time  (sec)
	68.67
	2.940637686

	Rate (°C/Sec)
	0.160415622
	0.00669461


The frequency being transmitted across the photodiodes was not different from that frequency emitted directly from the LM555 chip. To test this, the frequency was measured before the infrared LED and again after the phototransistor. Appendix “Transmission” shows that the output frequency of the LM555 chip and the frequency received by the phototransistor circuit were identical and constant for the 6 temperatures measured with a standard deviation of 0.000 kHz. 

Misalignment, tested statistically with a t-test, had a negligible effect on the measured frequency. After conducting the t-test for 5 misaligned frequencies, the obtained t-value of 1.897 was less then the tcritical of 2.306 (Appendix “Misalignment”). This proves that the sets of data collected were not statistically different and misalignment had no effect on the measured frequency.

There was no observable drift when the circuit was left alone for 10 minutes in a 23 oC water bath.  The standard deviation of the frequency during this 10 minutes period was 0.0048 kHz. Furthermore, the error analysis showed that noise was not significant when conducting this experiment. After 10 repeated measurements at 27 oC, the standard deviation of the frequency was 0.0667 kHz (which represented 0.019 oC for the narrow range calibration).

Using the calibration curves, a temperature can be predicted for a given frequency. In order to test which calibration was more accurate, the differences between the real temperature and the temperatures derived from the calibration curves were compared. Within the narrow range (18 – 28 °C), the mean of the difference between the real temperature and the corresponding temperature obtained from the narrow calibration curve was 0.2735 °C, while that for the wide curve was 1.1524°C. For temperatures outside the narrow range, the mean of the difference was 0.8817 °C for the narrow calibration curve and 0.5066 °C for the wide calibration curve.  Over the entire temperature range (15 – 40 oC), the mean of the difference was 0.5776 °C for the narrow curve and 0.82949 °C for the wide curve (Table 3).  Therefore, the narrow curve provided more accurate temperature calculations overall, especially for temperatures within in its calibration range.  The wide calibration curve provided better calculations for temperatures outside the narrow calibration range.  T-testing, comparing derived temperatures and real temperatures, showed the data sets to be statistically not different.  The t-values were -0.1009 (using narrow curve) and 0.1976 (using wide curve), compared to tcritical of 2.101 (see Appendix “Accuracy”).
	Table 3. 
	Diff between Real and Narrow (°C)
	Diff between Real and Wide (°C)

	Mean within Narrow range
	0.273552
	1.15238

	Mean outside Narrow range
	0.88168
	0.5066

	Mean within the entire range
	0.577616
	0.82949




Figure 6




Varying the distance between the pulsing diode and the phototransistor had no effect on the frequency received by the oscilloscope. The frequency received on the phototransistor side remained effectively static at a reading of 9.25 kHz except for a few deviations to 9.24 kHz and 9.26 kHz.  At a distance of approximately 25cm, however, the signal started to degrade to the point that a single constant frequency cannot be determined. (Figure 6)
DISCUSSION
Hypotheses Revisited

The original hypotheses proposed were: 1) the device can accurately receive and decode the measured temperature values; 2) using the narrow temperature-range (18 – 28 °C) calibration curve will yield more accurate decoding of temperature readings than a wide range (8 – 40 °C) calibration; 3) increasing the distance between the transmitting and receiving units of the telemetry device will significantly damage the accuracy of the temperature decoding.
Regarding the first hypothesis, the experiment indicated that the device was successful in decoding the measured frequency with high accuracy.  In Table 3, the mean differences between the calculated and the real temperature were only 0.5776 and 0.8294 °C when using the narrow and the wide calibration curves respectively.  The high accuracy of the device during temperature decoding was expected after preliminary results showed that both the wide and narrow calibration curves had R2 values in excess of 0.98.

Concerning the second hypothesis, Table 3 shows that the narrow curve was more accurate than the wide curve for decoding temperature values inside the narrow range but less accurate outside of this range.  Overall, the narrow curve yielded only marginally better calculations: mean difference of 0.577616 °C (narrow) compared to 0.82949°C (wide) for temperatures measured between 15 – 40 °C.  The small distinction is likely due to the fact that both calibration curves exhibited very good linear fit.  However, over a larger temperature range, the differentiation between the effectiveness of the narrow and wide calibration curves may become more pronounced.
With the last hypothesis, we found that the telemetry device was very stable for distances between the transmitting and the receiving units from 0 to 25 cm.  Beyond 25 cm, the fluctuation of the signal caused difficulties in determining the frequency. We had expected the signal to degrade in step-wise increments with each successive increase in distance; however, the signal did not noticeably degrade until a certain cutoff point where degradation was so prominent that it impeded further testing.  In practical usage, a telemetry device could be designed with a “working distance” range specified, within which signal transmission would be stable.

Instrument/Error Analysis and Practicality of the Telemetry Device
From testing our hypotheses, the overall impression was that the telemetry device exceeded our expectations regarding its accuracy, temperature range, and distance constraints.  The device exhibited excellent accuracy across a large temperature range; the regressions on the calibration curves demonstrated R2 values exceeding 0.98, and the difference between calculated and actual temperature was usually less than 1°C.  The device was also capable of operating effectively within a generous distance of ~25 cm.  Furthermore, common practical concerns such as misalignment of the photodiodes & phototransistors, drift, and noise were not significant issues.  Misalignment did not substantially change the frequency readings (t-value=1.897, tcritical=2.306).  Drift data showed that the measured frequency hovered between 9.58 and 9.59 kHz during 10 minutes, and noise readings taken at 27°C only showed fluctuations between 10.9 and 11.1 kHz.
However, one major issue of practicality was the device’s slow response time.  Table 2 shows that the average response time for our circuit was only 0.1604 °C / sec. The device took more than one minute to stabilize after a temperature changed from 12 °C to 23 °C.  This response time may differ if more extreme temperatures were used, but thus far, the slow response time observed suggests that the device is not ideal for sensing temperature changes in the room temperature range. 

Overall, our telemetry circuit satisfactorily met most of the practical specifications (except response time) that would be required for the device to be implemented in common applications.  The high accuracy, lack of drift and noise, and liberal working distance of the device make it ideal for tasks requiring continuous logging of a remote object’s temperature (e.g. measuring the average frictional heat created on a femoral prosthesis during exercise), where response time is not a factor of concern.  However, in cases where instantaneous transmission of data is desired (e.g. an alarm that monitors heat in incubation chambers), the device’s slow response time will make it impractical to use.

Limitations and Future Testing

Since it was difficult to generate water temperature beyond the 8 – 40 °C range, our experiment was limited to assessing temperature values only in this range.  We would have liked to verify the accuracy of the telemetry device over a larger temperature range, comparing our accuracy findings with a larger set of temperatures.  However, given the impressive accuracy shown by the device in our workable range and the high R2 coefficients of the calibration regressions, we do not anticipate the device to display significant inaccuracy outside the 8 – 40 °C range.

Furthermore, we can reevaluate our findings for instrumental and error analysis under a different temperature range.  For example, the functionality of the device (i.e. response time, drift, and noise) can be analyzed under more extreme temperatures (e.g. 90 – 100°C).  Testing extremely hot or extremely cold temperatures may necessitate working with equipments and materials that are more advanced than the water bath used in this project. 
Lastly, we can explore the cause of the arbitrary 25 cm cutoff value for “working distance” of the device.  Different photodiodes and phototransistors can be tested to observe the cutoff distance and the condition of degradation (abruptly or incrementally) as distance increases.
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