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The input distribution shifts to the target distribution
r ~ N(0,X;) at test time.

Disagreement-on-the-Line in different regimes
Ridge regression: Parameters a € R* are fit via ridge
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[See Theorem 3.1 and Corollary 3.2 for details]




