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LASSO is not fully Bayesian.

Data Generation Model: Y = X + ¢ where € ~ N (0,1).
The LASSO optimization problem:

jLasso _ arﬁg%;in[HY—XﬂH%+2/\||5”1] (1)
[S

The posterior mode for the prior 5; ~ Laplace()). Hence it
has a Bayesian flavor.

Frequentist Optimality: Can attain the (near) minimax
rate O(s logn) for the square Euclidean loss over s-sparse

signals, if A ~ /2log(n).
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Not really Bayesian!

¢ We will show that the full posterior does not contract at the
same speed as its mode!

¢ Useless for uncertainty quantification, the central idea of
Bayesian inference.
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Not really Bayesian!

¢ We will show that the full posterior does not contract at the
same speed as its mode!

¢ Useless for uncertainty quantification, the central idea of
Bayesian inference.

* The good behavior of the LASSO estimators must be due
to the sparsity-inducing form of the posterior mode,
not the Bayesian connection.
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The Main Result

Theorem (7) from [CSV15]

Assume that X = I. For any A = )\, such that /n/\, — oo,
there exists 6 > 0 such that, as n — oo,

1
E go_o IT{2550 (B 1Bl < wz(A— A 1> ’Y) — 0.
n

* Let A, = y/2log(n). The posterior places no weight on the
ball ||3]|2 = O<1 /@) which is substantially larger than

the minimax rate S lOg (7’1) (unless the signal is extremely dense).
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L2 Lemma (5.2) form [CV12]

We will first state two lemmas:
Lemma (5.2) form [CV12]

For any prior probability distribution 1I,, on R", any positive measure
II,, with IT,, < II,,, and any [,

%(Y) dIL,(B) > ||TL,||e~% /24" (o)
0

where i = [(8— Bo) dI1,(8)/|1L,[| and &2 = [ || — Boll3 dIL,.(8)/||TL]|-
Also, for any r > 0,

Pao( 22.() () 2 "0, (5 19— e < r)> S
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We can write:

10g< %(Y)Tﬁi?) > /log <%(Y)> dllflfliﬁ)
= [ (2 ) TR
= —%2 +al (Y = B)

Where fi = [(8 — fo) il and 5% = [ |18 — fol}3 1.

Hence:

(Jensen’s)
(11, < 1I,)

(Gaussianity)

P5(Y) dIL,(8) > |[T1,||e~" /2R (=50,

Pso
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Proof of Lemma (5.2): Second Assertion

Let II,, be II, restricted to the set {3 : |8 — fol|2 < r}. Trivially
I, <y, [|all <7, 6 < and [[I || = TL(8 : |5 — Boll2 < 7).

Under Pj,, we have that i T (Y — ;) has the same distribution as
||| Z where Z ~ N(0,1,).

Note that

P{ZV < - +r2/2} <exp (—1*/8).
* Hence:

P50< %(Y) dnn(ﬂ) > eirZHn(ﬂ : ”ﬂ - 50” < 7’)> >1- 6772/8'

Which concludes the proof. O
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Lemma (7.1) from [CV12]

Lemma (7.1) from [CV12]

We have Eg IL,(5 : |5 — Bol| < su|Y) — 0, for any s, for which
there exist r,, such that

T8 18— foll <sw) _
0B 5B <rm ~°C )
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Proof of Lemma (7.1)

Based on the previous lemma, there exists and event A, with
Pr[A,] > 1 — exp(—72/8) such that

%(Y) dIL,(3) > e L, (B: |8 — Bol| < 7).

Y) dIIL,
Eg, [Hn(ﬂ: 18 — Boll < sn|Y)1An] — E;, [fﬁtllﬁﬁoll<sn ps(Y) (ﬂ)lAn]

Jps(Y)dIL,(5)

Jo:18-s0ll<sn %(Y) dll, ()

e IL(B 1 |18 = Boll < ru)
IL(B : |8 — Boll < sn)
e IL(B:||B— Boll < 1)

Which concludes the proof. O

= LB
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Proof of the Main Theorem

Assume that §y = 0. We will use lemma (7.1) to prove this theorem.
We will need to show that for proper sequences r,, and s,

(BBl <su) _  _p
nnw:nﬁuzw)“’(e )

® Under the prior, |8i] ~ Exp(}A) and ||8|l1 ~ Gamma(A, n). Thus,

(B : ||Bll2 < sp) < Ta(B 2 [IBll1 < suv/n)

/\/ﬁs" )\nun—l e—Au < (/\\/1’»1571)”
0 P(n)  — T'(n+1)

* We can write,

A\ " A\ "
(8 18l < r) = (3) /” oo €2 (5) e
25"n

where v, is the area of unit /; ball in R” and the last inequality
follows from || 3|1 < v/1||8]|2-
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By substituting v, = 72 /I'(1 4 %), and last two inequalities,

(Bl <) _ (2 \"TE+D) .
11 < = () Ty eme (v - ()

< exp (/\\/ﬁrn —-n log(c?)).
n

Setr, = v/n(max(A™',1)) and s, = 6r,. Under these assumptions, the
conditions of lemma (7.1) hold and we have:

Eg 1Ly (B : [|8 = Boll <sulY,) =0,

equivalently,

1
Ego_oll,, (/3 Bl < m(A A 1) ]Y) Ny

Which concludeds the proof of the main theorem. O
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