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$$
\begin{equation*}
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- Random design assumption: $\beta$ is random with

$$
\begin{equation*}
\mathbb{E}[\beta]=0 \quad \text { and } \quad \operatorname{Cov}(\beta)=\frac{\alpha^{2}}{d} I_{d \times d} \tag{3}
\end{equation*}
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- Set $\hat{\Sigma}=n^{-1} X^{\top} X$ and $\gamma_{d}=d / n$ :

$$
r_{\lambda}(X)=1+\frac{\gamma_{d}}{d} \operatorname{Tr}\left(\Sigma(\widehat{\Sigma}+\lambda I)^{-1}\right)+\left(\lambda \alpha^{2}-\gamma_{d}\right) \frac{\lambda}{d} \operatorname{Tr}\left(\Sigma(\widehat{\Sigma}+\lambda I)^{-2}\right)
$$

## Risk of the estimator
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$$
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Statements like this are nontrivial. It is clear that these quantities converge, but there is no general theory to tell us what the limit is. Before we prove it, lets use it to derive the asymptotic risk.
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- After simplification, the limiting risk converges almost surely

$$
r_{\lambda}(X) \rightarrow_{a . s .} \frac{1}{\lambda v(-\lambda)}\left\{1+\left(\frac{\lambda \alpha^{2}}{\gamma}-1\right)\left(1-\frac{\lambda v^{\top}(-\lambda)}{v(-\lambda)}\right)\right\}
$$
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## Properties of the Solution

- From the formula, the optimal ridge parameter $\lambda$ is

$$
\lambda^{\star}=\gamma \alpha^{-2}
$$

and we have

$$
r_{\lambda^{\star}}(X) \rightarrow_{\text {a.s. }} \frac{1}{\lambda^{\star} v\left(-\lambda^{\star}\right)}
$$

- With $\Sigma=I_{d \times d}$, by the Marchenko-Pastur theorem we have

$$
r_{\lambda}(X) \rightarrow 1+\gamma m_{I}(-\lambda ; \gamma)+\lambda\left(\lambda \alpha^{2}-\gamma\right) m_{I}^{\top}(-\lambda ; \gamma)
$$

where $m_{I}(\cdot ; \gamma)$ is the Stieltjes transform of the Marchenko Pastur law.

- In this case, the optimal risk can be written in a closed form.


## Computing in the General Case

Silverstein and Choi (1995) show that $v(z)$ is the unique solution with positive imaginary part of the Silverstein equation:

$$
-\frac{1}{v(z)}=z-\gamma \int \frac{t d H(t)}{1+t v(z)}, z \in \mathbb{C}^{+}
$$

This equation can be solved by a fixed-point algorithm to compute $v(z)$ for all $z \in \mathbb{C}^{+}$.

## Plots!

Assume $\Sigma=I$. This is the risk plot as a function of $\gamma$ for ridgeless $\lambda \rightarrow 0$ (dashed) and optimal ridge (solid), for different SNRs.
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## Proof of Ledoit and Péché (2011)

Let's first remind the Stein's formula. Hong Hu talked about it briefly last time:

## Lemma (Stein's Formula)

Let $X \sim \mathcal{N}(0, \boldsymbol{\Sigma})$ and $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ have gradient with at most polynomial growth at infinity. Then for all $i_{0}=1, \ldots, d$ :

$$
\mathbb{E} X_{i_{0}} f\left(X_{1}, \ldots, X_{d}\right)=\sum_{k=1}^{d} \Sigma_{i_{0} k} \mathbb{E}\left(\partial_{k} f\right)\left(X_{1}, \ldots, X_{d}\right)
$$

## Matrix version of Stein's formula

## Theorem
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- We will start with $\frac{1}{n} \operatorname{Tr}(\mathbf{G} \hat{\boldsymbol{\Sigma}})$.
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$$
\begin{aligned}
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What is $\frac{\partial \mathbf{G}}{\partial X(i)_{k}}=\frac{\partial}{\partial X(i)_{k}}\left[(\lambda \mathbf{I}+\hat{\boldsymbol{\Sigma}})^{-1}\right]$ ?

$$
\frac{\partial \mathbf{G}}{\partial X(i)_{k}}=\frac{1}{n}\left[\mathbf{G}\left(e_{k} X(i)^{\top}+X(i) e_{k}^{\top}\right) \mathbf{G}\right]
$$

## Proof of Ledoit and Péché (2011)

$$
\begin{aligned}
& \mathbb{E} \operatorname{Tr}[\mathbf{G} \hat{\boldsymbol{\Sigma}}] \\
& =\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\operatorname{Tr} \mathbf{G} \boldsymbol{\Sigma}]+\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{k=1}^{d} \mathbb{E}\left[e_{k}^{\top} \boldsymbol{\Sigma}\left(\mathbf{G}\left(e_{k} X(i)^{\top}+X(i) e_{k}^{\top}\right) \mathbf{G}\right) X(i)\right] \\
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$$

Dividing both sides by $n$ and by Gaussian Lipschitz concentration inequality, we have
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$$
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In other words, we have

$$
\begin{align*}
\frac{1}{n} \operatorname{Tr}\left((\lambda I+\hat{\boldsymbol{\Sigma}})^{-1} \boldsymbol{\Sigma}\right) & \approx \frac{\gamma-\frac{\lambda \gamma}{d} \operatorname{Tr}\left((\lambda I+\hat{\boldsymbol{\Sigma}})^{-1}\right)}{1+\gamma-\frac{\lambda \gamma}{d} \operatorname{Tr}\left((\lambda I+\hat{\boldsymbol{\Sigma}})^{-1}\right)}+o(1) \\
= & \frac{1}{\gamma}\left(\frac{1}{\lambda v_{\hat{\boldsymbol{\Sigma}}}(-\lambda)}-1\right)+o(1) \rightarrow \frac{1}{\gamma}\left(\frac{1}{\lambda v_{\boldsymbol{\Sigma}}(-\lambda)}-1\right)
\end{align*}
$$

## More General Results

## Fixed $\beta$

- Eigenvalue Decomposition: $\Sigma \rightsquigarrow\left(s_{1}, v_{1}\right), \ldots,\left(s_{d}, v_{d}\right)$.
- Assume that

$$
\begin{aligned}
& \widehat{H}_{n}(s):=\frac{1}{d} \sum_{i=1}^{d} 1_{\left\{s \geq s_{i}\right\}} \rightarrow H(s) \\
& \widehat{G}_{n}(s)=\frac{1}{\|\beta\|_{2}^{2}} \sum_{i=1}^{d}\left\langle\beta, v_{i}\right\rangle^{2} 1_{\left\{s \geq s_{i}\right\}} \rightarrow G(s)
\end{aligned}
$$

- Hastie, Montanari, Rosset, and Tibshirani (2020) derive the asumptotic risk in this case.
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