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Abstract

We present a novel co-training method for
statistical machine translation. Since co-
training requires independent views on the
data, with each view being sufficient for
the labeling task, we use source strings
in multiple languages as views on trans-
lation. Co-training for statistical machine
translation is therefore a type of multi-
source translation. We show that using
five language pairs our approach can yield
improvements of up to 2.5% in word er-
ror rates for translation models. Our ex-
periments suggest that co-training is even
more effective for languages with highly
impoverished parallel corpora: starting
with no human translations from German
to English we produce a German to En-
glish translation model with 45% accuracy
using parallel corpora in other languages.

1 Introduction

Co-training (Blum and Mitchell, 1998; Abney,
2002) is a weakly supervised learning technique
which relies on having distinctviewsof the items be-
ing classified. That is, the features that are used by
some learner to label an item must be divisible into
independent groups, or views, and that each view
must be sufficient in and of itself for labeling items.
Co-training has been applied to simple categoriza-
tion tasks such as web page classification (Blum
and Mitchell, 1998), base noun phrase identification

(Pierce and Cardie, 2001), and named entity recog-
nition (Collins and Singer, 1999). It has recently
been applied to the more involved task of parsing
(Sankar, 2001). Machine translation is a much more
complex task than these previous applications of co-
training. In machine translation source strings can
be seen as being labeled by their translations. These
labels are not comprised of a small finite number of
symbols as in classification tasks or parsing. Indeed
the labels are in terms of vocabulary items in the tar-
get language.

The motivation for using weakly supervised
learning such as co-training for complicated tasks
(such as machine translation) is even stronger than
for simple classification tasks: in order to achieve
high performance with statistical machine transla-
tion a large amount of training data is required.
However, the necessary labeled training data is
scarce and there are costs associated with manu-
ally assembling more. Using co-training to auto-
matically create more labeled training data for such
problems therefore seems desirable, provided that
they can be made to fit into a framework of differ-
ent views required by co-training.

Many problems in natural language processing
do not naturally divide into different views; in
these cases views have to be artificially constructed
with arbitrary feature divisions (Nigram and Ghani,
2000). Translation, on the other hand, has a very
natural division of views onto the labels. In ma-
chine translation ‘labels’ are the target translations
for source texts. The source text can therefore be
considered a ‘view’ on the translation. Other views
that are sufficient for producing a translation would



be existing translations of the source text into other
languages. For example, a French text and its trans-
lation into German can be used as two distinct views,
either of which could be used to produce a target
translation into English. When labeled with their
translations, these views can be used to train learners
in the form of statistical translation models. The use
of multiple source documents to augment the quality
of translation puts the method proposed in this pa-
per in the category of multi-source translation (Kay,
2000).

In this paper: Section 2 explains how increasing
the size of a training corpus improves translation
quality. Because statistical translation models are
typically learned from collections of translations, a
larger number of example translations increases the
changes that accurate parameters will be learned.
Section 3 motivates multi-source translation, and
describes a previous method which used multiple
source documents to improve the quality of single
translations. Sections 4 and 5 describe our method,
which adapts multi-source translation to improve
overall translation quality using co-training. Sec-
tion 6 gives experimental results. One experiment
shows that co-training can modestly benefit trans-
lation systems trained from similarly sized corpora.
The second experiment shows that co-training can
have a dramatic benefit when the size of initial train-
ing corpora are mismatched. This suggests that co-
training for statistical machine translation is espe-
cially useful for languages with impoverished train-
ing corpora.

2 Training of Statistical Machine
Translation

Statistical machine translation arises from previous
work on aligning sentences within bilingual texts
(such as Gale and Church (1993)). These bilingual
sentence-aligned parallel corpora are used as train-
ing material for statistical models of translation.
Being statistical models, increasing the amount of
training material can lead to improved performance.
Figure 1 plots translation accuracy (measured here
as 100 minus the average word error rate of each ma-
chine translation compared against a reference hu-
man translation) for various sized French⇒English,
German⇒English, and Spanish⇒English transla-
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Figure 1: Translation accuracy plotted against train-
ing corpus size

tion models trained on incrementally larger paral-
lel corpora. The quality of the translations produced
by each system increases over the 100,000 training
items, and the graph suggests the the trend would
continue if more data were added. Notice that the
rate of improvement is slow: after 90,000 manually
provided training sentences pairs, we only see a 4-
6% change in performance.

A rough indication of the amount of training data
needed to create a useful machine translation sys-
tem is given by IBM’s Candide system (Berger et
al., 1994) for translating between French and En-
glish. Candide was trained on ten years’ worth of
Canadian Parliament proceedings, which consists of
nearly 2.87 million parallel sentences. However,
such large collections of machine-readable parallel
texts are extremely rare. Al-Onaizan et al. (2000)
explains in simple terms the reasons that using large
amounts of training data ensures translation qual-
ity: if a program sees a particular word or phrase
one thousand times during training, it is more likely
to learn a correct translation pattern than if sees it
ten times, or once, or never. Because of this, sta-
tistical translation techniques are less likely to work
well when given scarce linguistic resources. Suffi-
cient performance for statistical models may there-
fore only come when we have access to many mil-
lions of aligned sentences.

The problem of limited amounts of parallel text
needs to be addressed in order to create statisti-



cal machine translation systems for language pairs
for which extensive parallel corpora are not avail-
able. In this paper we examine the use of exist-
ing translations as a resource to bootstrap data for
new language pairs. Another way to characterize
this is as a porting problem: creating resources for
novel language pairs from existing data. This prob-
lem is especially relevant to the European Union
which is considering extending membership to Bul-
garia, Cyprus, the Czech Republic, Estonia, Hun-
gary, Latvia, Lithuania, Malta, Poland, Romania,
Slovakia, Slovenia and Turkey, and will need to de-
velop appropriate translation resources for their re-
spective languages.

3 Multi-Source Translation

Kay (2000) observes that if a document is trans-
lated into one language, then there is a very strong
chance that it will need to be translated into many
languages. This is because international organiza-
tions like the European Union must publish legal
documents in the languages of all of their member
states; multi-national corporations like Sony need to
produce product descriptions and manuals in the lan-
guages of each country that they do business in; and
so forth. Kay (2000) proposes using multiple source
documents as a way of informing subsequent ma-
chine translations, suggesting that much of the am-
biguity of a text that makes it hard to translate into
another language may be resolved if a translation
into some third language is available. He calls the
use of existing translations to resolve underspecifi-
cation in a source text ‘triangulation in translation’,
but does not propose a method for how to go about
performing this triangulation. The challenge is to
find general techniques that will exploit the infor-
mation in multiple source to improve the quality of
machine translation.

One approach that has been proposed is a straight-
forward adaptation of the Brown et al. (1993) for-
mulation statistical machine translation, wherein
P (e|f) represents the probability that a stringe in
the target language is the translation of the source
string f . The best translation is that strinĝe of
all strings in the target language which maximizes
P (e|f):

ê = argmax
e

P (e|f)

Och and Ney (2001) redefines the equation for sta-
tistical translation to be:

ê = argmax
e

P (e|fN
1 )

so that ê maximizes the probability of a transla-
tion given multiple source stringsfN

1 = f1, ..., fN ,
in N source languages. Och and Ney (2001) finds
that multi-source translations using two source lan-
guages reduced word error rate when compared to
using source strings from a single language. For
multi-source translations using source strings in six
languages a greater reduction in word error rate was
achieved.

Instead of applying multi-source translation at the
time of translation as Och and Ney do (which means
decoding the best translationN times), we integrate
it into the training stage. Whereas Och and Ney use
multiple source strings to improve the quality of one
translation only, our co-training method attempts
to improve the accuracy of all translation models
by bootstrapping more training data from multiple
source documents. Increasing the amount of train-
ing data should lead to better estimation of trans-
lation model parameters, thus improving the overall
quality of translations produced by a statistical trans-
lation system. Note that one would expect this im-
provement to be bounded by the gains had by adding
human translated data.

4 Co-training for Statistical Machine
Translation

Co-trainingis one of a number of weakly supervised
learning techniques which use an initially small
amount of human labeled data to automatically boot-
strap larger sets of automatically labeled training
data. In co-training implementations multiple learn-
ers are used to label new examples and retrained on
some of each other’s labeled examples. The use of
multiple learners increases the chance that useful in-
formation will be added; an example which is eas-
ily labeled by one learner may be difficult for the
other and therefore adding the confidently labeled
example will provide information in the next round
of training.

Self-training is a weakly supervised method in
which a single learner retrains on the labels that it
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Figure 2: Co-training using German, French, and Spanish sources as views on English translations

applies to unlabeled data itself. We describe its ap-
plication to machine translation in order to clarify
how co-training would work. In self-training a trans-
lation model would be trained for a language pair,
say German⇒English, from a German-English par-
allel corpus. It would then produce English trans-
lations for a set of German sentences. The ma-
chine translated German-English sentences would
be added to the initial bilingual corpus, and the
translation model would be retrained.

Co-training for machine translation is slightly
more complicated. Rather than using a single trans-
lation model to translate a monolingual corpus,
it uses multiple translation models to translate a
bi- or multi-lingual corpus. For example, transla-
tion models could be trained for German⇒English,
French⇒English and Spanish⇒English from ap-
propriate bilingual corpora, and then used to trans-
late a German-French-Spanish parallel corpus into
English. Since there are three candidate English
translations for each sentence alignment, the best
translation out of the three can be selected and used
to retrain the models. The process is illustrated in
Figure 2.

Most co-training formulations involve only two
different views. Our co-training algorithm allows
for more than two views. There are a number of
ways in which multiple views can be informative:

• vocabulary acquisition– One problem that
arises from having a small training corpus is
incomplete word coverage. Without a word
occurring in its training corpus it is unlikely
that a translation model will produce a rea-

sonable translation of it. Because the ini-
tial training corpora can come from different
sources, a collection of translation models will
be more likely to have encountered a word be-
fore. This leads to vocabulary acquisition dur-
ing co-training.

• coping with morphology– The problem men-
tioned above is further exacerbated by the fact
that most current statistical translation formula-
tions have an incomplete treatment of morphol-
ogy. This would be a problem if the training
data for a Spanish translation model contained
the masculine form of a adjective, but not the
feminine. Because languages vary in how they
use morphology (some languages have gram-
matical gender whereas others don’t) one lan-
guage’s translation model might have the trans-
lation of a particular word form whereas an-
other’s would not. Thus co-training can in-
crease the inventory of word forms and reduce
the problem that morphology poses to simple
statistical translation models.

• improved word order– A significant source of
errors in statistical machine translation is the
word reordering problem (Och et al., 1999).
The word order between related languages is
often similar while word order between distant
language may differ significantly. By including
more examples through co-training with related
languages, the translation models for distant
languages will better learn word order map-
pings to the target language.



In all these cases the diversity afforded by multiple
translation models increases the chances that the ma-
chine translated sentences added to the initial bilin-
gual corpora will be accurate. Our co-training al-
gorithm (given in Figure 3) allows arbitrarily many
views to be used.

5 The Algorithm

There are a number of ways to formulate algorithms
within a co-training framework. All require rel-
atively independent views on the data, which can
be used to train fairly accurate learners. We sat-
isfy these requirements by using different languages
(which are assumed to be sufficiently independent)
as different views to train translation models, which
are capable of producing highly accurate translation
given enough data. Co-training further requires a
set of unlabeled data which can be automatically la-
beled by the learners, and used for retraining. In our
algorithm the multiply parallel corpusM is ‘unla-
beled’ in that it does not contain translations into the
target language (English).

The way in which formulations of co-training
differ is mainly in how they deal with selecting
which examples to include in each subsequent round
of retraining. Blum and Mitchell (1998) describes
selection in terms of the confidence of items la-
beled. Yarowsky (1995) uses confidence and in-
cludes a threshold value that influences the ‘cau-
tiousness’ of the algorithm in order to determine
how many new examples get added at each round.
Abney (2002) formulates theGreedy Agreement Al-
gorithm, which maximizes the agreement between
learners. Corduneanu and Jaakkola (2001) attempts
to address the problem of unlabeled data over-
whelming the labeled data, which often leads to a
drop in performance. When two classifiers begin to
agree, both may converge to points that are signifi-
cantly different than the privileged one that remains
closest to the labeled data maximum likelihood so-
lution. Grounding the solution to the labeled data
is therefore desirable, and Corduneanu and Jaakkola
suggest that it is best to avoid solutions that are un-
supported by the labeled data.

The selection method is unspecified in the algo-
rithm given in Figure 3. There are a number of meth-
ods that could be used to choose the best items for

retraining.
Methods could include choosing those items

which contain the most unknown vocabulary (thus
trying to maximize vocabulary growth); length
based selection (assuming that shorter sentences
are on average more informative and more cor-
rect); or choosing those translations which had
highest translation probabilities (similar to the
Och and Ney (2001) work). In our first experiment
we used an oracle to choose those translations with
the lowest word error rate to use in retraining. The
oracle used a set of reference translations to deter-
mine the word error rate of the machine translation.
Using the oracle was a convenient way of approx-
imating a good selection method. Though the ora-
cle selects item with the lowest word error rate, it
does not necessarily represent an upper bound for
the gains that can be had through co-training. Other
selection methods might yield more informative sets
for retraining.

6 Experimental Results

In order to conduct co-training experiments we first
needed to assemble appropriate corpora for train-
ing the initial translation models, and a multi-lingual
corpus that the translation models would translate in
order to augment the training data. The multi-lingual
corpus used in our experiments was assembled from
the data used in Och and Ney (2001). The data was
gathered from theBulletin of the European Union
which is published on the Internet in the eleven of-
ficial languages of the European Union. We used a
subset of the data to create a multi-lingual corpus,
aligning sentences between French, Spanish, Ger-
man, Italian and Portuguese. Additionally we cre-
ated bilingual corpora between English and each of
the five languages using sentences that were not in-
cluded in the multi-lingual corpus.

6.1 Software

The software that we used to train the statistical
models and to produce the translations was GIZA++
(Och and Ney, 2000), the CMU-Cambridge Lan-
guage Modeling Toolkit (Clarkson and Rosenfeld,
1997), and the ISI ReWrite Decoder. The sizes of
the language models used in each experiment were
fixed throughout, in order to ensure that any gains



Given:

• parallel bilingual corporaB1, B2, ...Bn aligning sentences in languagesL1, L2...Ln with their translations into English (EN)

• a parallel multi-lingual corpusM aligning sentences across languagesL1...Ln

Loop:

1. Create translation modelsL1⇒EN...Ln⇒EN from each of the bilingual corpora

2. For each sentence alignment inM create a candidate pool of translations using the translation models to translate their
respective languages

3. Build up machine-translated bilingual corporāB1...B̄n. Choose a translation from the candidate pool and align it with the
sentences inM . Add these alignments to the machine-translated bilingual corpora

4. Select subsets of̄B1...B̄n and add them toB1...Bn. Remove the subsets fromM in subsequent rounds of co-training

Figure 3: The co-training algorithm for machine translation

that were made were not due to the trivial reason of
the language model improving (which could be done
by building a larger monolingual corpus of the target
language).

The experiments that we conducted used GIZA++
to produce IBM Model 4 translation models. It
should be observed, however, that our co-training
algorithm is entirely general and may be applied
to any formulation of statistical machine translation
which relies on parallel corpora for its training data.

6.2 Evaluation

The performance of translation models was evalu-
ated using a held-out set of 1,000 sentences in each
language, with reference translations into English.
Each translation model was used to produce trans-
lation of these sentences and the machine transla-
tions were compared to the reference human trans-
lations using word error rate (WER). The results are
reported in terms of increasing accuracy, rather than
decreasing error. We define accuracy as 100 minus
WER.

Other evaluation metrics such as position inde-
pendent WER or the Bleu method (Papineni et al.,
2001) could have been used. WER was chosen
because it was sufficient to track performance im-
provements.

6.3 Co-training

Table 1 gives the result of co-training using the or-
acle to select the ‘best’ translation from the candi-
date translations produced by five translation mod-
els. Each translation model was initial trained on

Round Number
Translation Pair 0 1 2 3

French⇒English 55.2 56.3 57.0 55.5
Spanish⇒English 57.2 57.8 57.6 56.9
German⇒English 45.1 46.3 47.4 47.6
Italian⇒English 53.8 54.0 53.6 53.5
Portuguese⇒Eng 55.2 55.2 55.7 54.3

Table 1: Co-training results over three rounds

bilingual corpora consisting of anywhere between
16,000 to 20,000 human translated sentences. These
translation models were used to translate 63,000
sentences, of which the top 10,000 were selected for
the first round. At the next round 53,000 sentences
were translated and the top 10,000 sentences were
selected for the second round. The final candidate
pool contained 43,000 translations and again the top
10,000 were selected. The table indicates that gains
may be had from co-training. Each of the transla-
tion models improves over its initial training size at
some point in the co-training. The German to En-
glish translation model improves the most – exhibit-
ing a 2.5% improvement in accuracy.

The table further indicates that co-training for ma-
chine translation suffers the same problem reported
in Pierce and Cardie (2001): gains above the accu-
racy of the initial corpus are achieved, but decline
as after a certain number of machine translations are
added to the training set. This could be due in part to
the manner in items are selected for each round. Be-
cause the best translations are transferred from the
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Figure 4: “Coaching” of German to English by a
French to English translation model

candidate pool to the training pool at each round
the number of “easy” translations diminishes over
time. Because of this, the average accuracy of the
training corpora decreased with each round, and the
amount of noise being introduced increased. The ac-
curacy gains from co-training might extend for ad-
ditional rounds if the size of the candidate pool were
increased, or if some method were employed to re-
duce the amount of noise being introduced.

6.4 Coaching

In order to simulate using co-training for language
pairs without extensive parallel corpora, we experi-
mented with a variation on co-training for machine
translation that we call “coaching”. It employs two
translation models of vastly different size. In this
case we used a French to English translation model
built from 60,000 human translated sentences and
a German to English translation model that con-
tained no human translated sentences. The German-
English translation model was meant to represent a
language pair with extremely impoverished parallel
corpus. Coaching is therefore a special case of co-
training in that one view (the superior one) never re-
trains upon material provided by the other (inferior)
view.

A German-English parallel corpus was created by
taking a French-German parallel corpus, translating
the French sentences into English and then aligning
the translations with the German sentences. In this
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Figure 5: “Coaching” of German to English by mul-
tiple translation models

experiment an oracle was not used to do the selec-
tion. Instead, the machine translations produced by
the French⇒English translation model were always
selected. Figure 4 shows the performance of the re-
sulting German to English translation model for var-
ious sized machine produced parallel corpora.

This graph illustrates that increasing the perfor-
mance of translation models may be achievable us-
ing machine translations alone. Rather than the
2.5% improvement gained in co-training experi-
ments wherein models of similar sizes were used,
coaching achieves a 30% improvement by pairing
translation models of radically different sizes.

We explored this method further by translating
100,000 sentences with each of the non-German
translation models from the co-training experiment
in Section 6.3. The result was a German-English
corpus containing 400,000 sentence pairs. The per-
formance of the resulting model matches the initial
accuracy of the model. Thus machine-translated cor-
pora achieved achieved equivalent quality to human-
translated corpora after two orders of magnitude
more data was added.

7 Discussion and Future Work

In this paper we have shown how co-training can
be applied to statistical machine translation. While
performance gains are fairly modest for translation
models trained from roughly equal amounts of data,
dramatic gains can be had when the amount of avail-



able training data is greatly mismatched. This has
significant implications for the feasibility of using
statistical translation methods for language pairs for
which extensive parallel corpora do not exist. Co-
training can be used to bootstrap training data for
such language pairs from existing resources.

We plan to extend our work in two ways. Firstly,
we plan to investigate the efficacy of other selection
methods, including the possibility of retraining on
smaller, sub-sentential units. Secondly, we will con-
struct an improved multi-lingual corpus. Because
the current multi-lingual corpus was created from a
number of bilingual corpora it includes a number of
misalignments which introduce errors upon retrain-
ing. We may be able to reduce the error by adapting
sentence alignment techniques to work across many
languages rather than just two. Having a larger mul-
tilingual corpus would additionally allow us to see
whether co-training gains can be had for additional
rounds with a larger candidate set, and may allow us
to simulate active learning for machine translation.
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