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Figure 2

Question 1

ln(x) => log2(x) 
ex => 2x



Answers: 

1.    

2. F

3. T

4. T

log2 7



Question 2 link: dataset



Dataset



Answers: 

1.    
 2. 3.

4. 5. 6.

Note: The solutions below are one of several possible answers.
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Our eventual goal will be: Given a document, 
predict whether it’s “good” or “bad”
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A Multinomial Bag of Words
• We are given a collection of documents written in a three word language {", $, %}. All the documents have 

exactly ' words (each word can be either ", $ () %). 
• We are given a labeled document collection {+1,+2 … ,+/}. The label 12 of document +2 is 1 or 0, indicating 

whether +2 is “good” or “bad”.
• Our generative model uses the multinominal distribution. It first decides whether to generate a good or a bad 

document (with 3(12 = 1) = 6). Then, it places words in the document; let "2 ($2, %2, resp.) be the number of 
times word " ($, %, resp.) appears in document +2. That is, we have "2 + $8 + %8 = |+8| = '.

• In this generative model, we have: 
3(+2|1 = 1) = '!/("2! $8! %8!) <1ai =1bi >1ci

where <1 (=1, >1 resp.) is the probability that " ($ , %) appears in a “good”  document. 
• Similarly,                     3(+2|1 = 0) = '!/("2! $8! %8!) < 0ai =0 bi >0ci

• Note that: <0 + =0 + >0 = <1 + =1 + >1 = 1

n !
x 1 !:::x k ! p

x 1
1 :::p

x k
k

Unlike the discriminative case, the “game” here is different: 
q We make an assumption on how the data is being generated. 

q (multinomial, with 6, <2 , =2, >2 ) 
q We observe documents, and estimate these parameters (that’s the learning problem). 
q Once we have the parameters, we can predict the corresponding label. 

How do we model it?
What is the learning problem?
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A Multinomial Bag of Words (2)
• We are given a collection of documents written in a three word language {", $, %}. All the documents have 

exactly 'words (each word can be either ", $ () %). 
• We are given a labeled document collection {*1,*2 … ,*.}. The label /0of document *0 is 1 or 0, indicating 

whether *0 is “good” or “bad”.

• The classification problem: given a document *, determine if it is good or bad; that is, determine 2(/|*). 

• This can be determined via Bayes rule: 2(/|*) = 2(*|/) 2(/)/2(*)

• But, we need to know the parameters of the model to compute that. 

n !
x 1 !:::x k ! p

x 1
1 :::p
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k
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• How do we estimate the parameters?
• We derive the most likely value of the parameters defined above, by maximizing the log 

likelihood of the observed data. 
• !" = ∏% !('( , "( ) = ∏% !("% |'% ) !('%) =

– We denote by !('% = 1) = - the probability  that an example is “good” ('( = 1; otherwise '( =
0).     Then:

/
%

!(',"% ) =/
%

[ -
1!

3(! 4%! 5%!
61ai 71bi 815( '( ⋅ 1 − -

1!
3(! 4%! 5%!

6 0ai 70 bi 80ci

;<=>

]

• We want to maximize it with respect to each of the parameters. We first compute 
log(!") and then differentiate: 

• log(!") = ∑
(
'( [ log(-) + E + 3% log(6;) + 4% log(7;) + 5% log(8;)] +

(1 − '() [log(1 − -) + E’ + 3% log(6G) + 4% log(7G) + 5% log(8G) ]

• HIJKLM

N
= ∑%[

O>
N
− ;<O>

; <N
] = 0 → å( ('% − -) = 0 → - = å(

O%
Q

• The same can be done for the other 6 parameters. However, notice that they are not 
independent: 60+ 70+ 80=61+ 71+ 81 =1 and also 3( + 4% + 5% = |"%| = 1.
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A Multinomial Bag of Words (3)

n !
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Labeled data, assuming that the 
examples are independent

Notice that this is an 
important trick to write 

down the joint 
probability without 
knowing what the 
outcome of the 

experiment is. The ith
expression evaluates to 

R("% , '()
(Could be written as a sum

with multiplicative '( but less 
convenient) 

Makes sense?


