1. [Bayesian Network] (10 pts) Consider the following Bayesian network over six random variables $X_1, X_2, X_3, X_4, X_5, X_6$ shown below (assume for simplicity that each random variable takes two possible values):

(a) (1pts) Write the joint probability distribution function $p(X_1, X_2, X_3, X_4, X_5, X_6)$ as a product of factors (one for each variable).

(b) (3 pts) If you remove the edge $X_1 \rightarrow X_3$ from the above network, will the class of joint probability distributions represented by the resulting network be smaller or larger than the class associated with the original network? Briefly explain your answer.

(c) (3 pts) Consider the following probability distribution:

$$p(X_1)p(X_2)p(X_3 \mid X_2)p(X_4 \mid X_1, X_2)p(X_5)p(X_6).$$
What edge(s), if any, would we have to add for it to be represented by the Bayesian network above?

(d) (8 pts) Given the above figure, use d-separation to determine whether each of the following is true or false. Briefly justify your answer.

i. \( p(X_1, X_2) = p(X_1)p(X_2) \)

ii. \( p(X_3, X_6 \mid X_4) = p(X_3 \mid X_4)p(X_6 \mid X_4) \)

iii. \( p(X_1, X_2 \mid X_6) = p(X_1 \mid X_6)p(X_2 \mid X_6) \)

iv. \( p(X_2, X_5 \mid X_4) = p(X_2 \mid X_4)p(X_5 \mid X_4) \)

2. [Attention Mechanism] (6 pts) In this problem, we will walk through how self-attention layers we introduced in class are calculated. Suppose we have a transformer model, where the hidden state. We input the sentence “Bob likes cookie” into the model, and below are the values of the query, value, and key vectors we get from the model.

<table>
<thead>
<tr>
<th>Index</th>
<th>Input Word</th>
<th>Key ( k )</th>
<th>Query ( q )</th>
<th>Value ( v )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bob</td>
<td>[0.8, 0.2, 0.2]</td>
<td>[0.2, 0.6, 0.2]</td>
<td>[0.9, 0.1, 0.0]</td>
</tr>
<tr>
<td>2</td>
<td>likes</td>
<td>[0.1, 0.7, 0.3]</td>
<td>[0.3, 0.3, 0.1]</td>
<td>[0.2, 0.9, 0.5]</td>
</tr>
<tr>
<td>3</td>
<td>cookie</td>
<td>[0.0, 0.5, 0.4]</td>
<td>[0.4, 0.1, 0.8]</td>
<td>[0.6, 0.1, 0.8]</td>
</tr>
</tbody>
</table>

We will focus on computing the next vector for “cookie”. You are welcome to use electronic devices to help with calculations in this question.

(a) (3 pts) What is the attention weight of “cookie” for each of the 3 words in the sequence? Recall that the attention weight of cookie for word \( i \) is

\[ a_3 = \text{softmax}([q_3^\top k_i]_{i=1}^3). \]

You can round your answer to two decimal places.

(b) (3 pts) What is the output of the attention layer for “cookie”?

3. [Value Iteration] (12 pts) Consider the following gridworld environment:
The agent can move to adjacent squares (North, East, South, West), and does not move if it uses an invalid action. Unless otherwise specified, assume that the agent always moves successfully if its target is valid. The episode ends when the agent moves to a state with a green number, and collects the reward shown. All other rewards are zero. Assume that the discount factor is $\gamma = 1$. Suppose that we use value iteration to compute $V^*$. In particular, we start with the initial value function $V_1(s) = 0$ for all $s \in S$, and $V_i(s)$ represents the value function at the end of the $i$th iteration. For example, we have $V_2(s) = 0$ except for states with rewards, in which case $V_2(s)$ equals the reward (either 50 or 20).

(a) (4 pts) For what $i$ is $V_i(P) > 0$? For what $i$ is $V_i(P) = V^*(P)$?
(b) (4 pts) For what $i$ is $V_i(Q) > 0$? For what $i$ is $V_i(Q) = V^*(Q)$?
(c) (4 pts) Suppose that the actions have a failure probability: with probability 0.8, the agent reaches its target, but with probability 0.2, it remains in the same square. How does this change your answer to (a)?

4. [Reinforcement Learning] (5 pts) Imagine that you are designing a robot to run a maze. You decide to give it a reward of +1 for escaping the maze and a reward of 0 at all other times. The task breaks down naturally into “episodes”—the successive runs through the maze that terminate when you reach the goal (as in the gridworld example), so you decide to treat it as an episodic task, where the goal is to maximize expected total reward in the episode $R = r_1 + r_2 + ... + r_T$, where $T$ is the number of steps in an episode. Suppose at some point during training, the policy has learned to solve the maze but does so inefficiently, missing several shortcuts.

(a) (1 pts) Would further training help the policy learn a more efficient route?
(b) (2 pts) Would introducing a discount factor $\gamma < 1$ fix the issue?
(c) (2 pts) Would introducing a small negative reward on each step fix the issue?

2 Python Programming Questions

A Google Colab notebook is linked in the “HW6 Coding” assignment on Canvas. This will tell you everything you need to do, and provide starter code.