Lecture 8: Non-Parametric Methods

‘ Part 2
| (KNN and Decision Trees)

Feb 8, 2023
CIS 4190/5190
Spring 2023




Administrivia
* HW2 due tonight at 8 p.m.

 HW3 released tonight / tomorrow morning. (logistic regression, kNN,
Decision trees)

= PS: we will likely wrap up decision trees for first half of Monday

* Announcements on next quiz, and tomorrow’s recitation tonight.



Optional Extra Readings: kNN and Decision Trees

 Bishop, Pattern Recognition and Machine Learning, Ch 2.5:

= https://www.microsoft.com/en-
us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-
and-Machine-Learning-2006.pdf

* Tom Mitchell, Machine Learning Textbook, Ch 3:
http://www.cs.cmu.edu/~tom/files/MachinelLearningTomMitchell.pdf

* R2D3’s visualizations:
" |Intro to decision trees: http://www.r2d3.us/visual-intro-to-machine-
earning-part-1/

= Bias and variance in the context of decision trees:
http://www.r2d3.us/visual-intro-to-machine-learning-part-2/



https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf
http://www.cs.cmu.edu/~tom/files/MachineLearningTomMitchell.pdf
http://www.r2d3.us/visual-intro-to-machine-learning-part-1/
http://www.r2d3.us/visual-intro-to-machine-learning-part-2/




Last Class: K-Nearest Neighbors

kNN Classification: To predict category label y of a new point x:

Find k nearest neighbors
Assign the majority label

Large T-shirt?
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Easy to implement

Versatile in terms of modeling many
functions

Interpretable in terms of data

Based on data from https://www.listendata.com/2017/12/k-nearest-neighbor-step-by-step-tutorial.html



https://www.listendata.com/2017/12/k-nearest-neighbor-step-by-step-tutorial.html

Scaling Issues with kKNNs

* Irrelevant Features: Distances become unreliable.
* Too Many Features: “Curse of Dimensionality”

* Large datasets (high N or D): Computationally inefficient to make
predictions!



Problem 1: Irrelevant Features

* Let’s say we want to predict y = t-shirt size for a person.

* What if my input features are:
" x; = height
" X, = weight
" x3 = hair length
" X, = age
" x: = body temperature
" x, = what they ate for breakfast this morning

Common distance functions implicitly value all input features equally.
As you add more irrelevant variables, distances get dominated by those
irrelevant dimensions in x.
i.e., your kNN model might make decisions more based on breakfast than on
the height and weight!



Problem 2: “Curse of Dimensionality”

* Adding more dimensions makes lots of things weird and counterintuitive

" For example, the percentage of the volume of a D-dimensional sphere
with radius 7, that lies beyond £, distance 0.99r from the center is:

"m3%atD =3
"63% atD = 100
" 99.99% at D = 1000

 Specifically for k-NN, the space is now so large that all points in any finite
dataset are likely to be very far apart.

" “Closest points” are almost as far away as the farthest away points.
When “nearest neighbors” are far away, predictions are poor.



Problem 3: Computationally Expensive

 High N, D also makes it computationally expensive to compute
neighbors.

* Naively, must compute N distances between D-dimensional
data pairs to compute neighbors before classifying a single new

point.

* O(ND) for each new sample



Scaling kNN to high D and N? An Overview

Beyond our scope, but a quick overview:

Indexing

= Use kd-trees and other multidimensional indices to capture the training data. Each
lookup is O(log n) rather than O(n), but on disk

Parallelism (e.g., PANDA, LBL)

= Use multiple cores / processors, and either compare against in-memory data or kd
trees

Approximation
= https://scikit-learn.org/stable/modules/neighbors.html#nearest-neighbor-
algorithms
" Libraries like FLANN: “Fast Library for Approximate Nearest Neighbors”
" For example, subsample the training dataset cleverly so that kNN mostly returns the
same outputs

= See, e.g., https://www.kaggle.com/code/pawanbhandarkar/knn-vs-approximate-
knn-what-s-the-difference/notebook



https://scikit-learn.org/stable/modules/neighbors.html
https://www.kaggle.com/code/pawanbhandarkar/knn-vs-approximate-knn-what-s-the-difference/notebook

KNNs summary

* A simple and versatile ML approach, tied directly to the data.

* No training phase. Ready to make predictions the moment you have the
dataset.

* “Non-parametric”. For KNNs, the data are the parameters.

* Scaling troubles, but still almost always worthwhile as your first algorithm
for a new problem.






Decision Tree Models

(first, a new dataset from a physician friend)




Need help modeling diabetes risks!
| hope you are doing well in these weird times.

Over the years, |'ve collected data from lots of patients, recording their physical information, their
demographic information, habits, and done their lab work to diagnose diabetes. I'm wondering
now: from all this data, could | model the risk of other people with similar characteristics having
diabetes given all this other information about them? And would your applied ML class be able to
help? I've attached the data here for you to take a look.

o

\

Eventually, we'll want to explain our findings to patients, and point out any behavioral changes that
would mitigate their risk for diabetes. Even if the risk factors we find are non-modifiable, insurance
companies would be interested in understanding and estimating this risk. Either way, it'd be great
to have something that we can understand and interpret well!

o .-




Diabetes Data

data mﬂ’rrlx X

AGE HEIGHT UPPER LEG LENGTH BMI HIGH B EDUCATION FAMILY INCOME RATIO
—

D RIDAGEYR B WAIST r gy CHOLESTEROL yy ge  WEIGHT gyxgmi R RACE BPQC ALCOHOLUSE ympepuc2 GENDER ' jNpFp GLYCOHAEMOGLOBINfic
69.0 100.0 171.3 1 167.0 39.2 78.3 26.7 | Non-Hispanic Black | yes 1.0 | high school graduate / GED | male 0.84 13.9 Iyes
54.0 107.6 176.8 | 170.0 40.0 89.5 28.6 | Non-Hispanic White | yes 7.0 | high school graduate / GED male 1.78
72.0 109.2 175.3 1 126.0 40.0 88.9 28.9 | Non-Hispanic White | yes 0.0 | some college or AA degree = male I a b e I y\'u
56.0 123.1 158.7  226.0 34.2 105.0 41.7 | Mexican American yes 5.0  some college or AA degree = male 479 \ \J_
61.0 110.8 161.8| 168.0 371 93.4 35.7 | Non-Hispanic White | yes 2.0 | college graduate or above | female 5.0 5.5
56.0 85.5 152.8 8 278.0 32.4 61.8 26.5 | Non-Hispanic White | no 1.0 | high school graduate / GED | female 0.48 5.4 fno
65.0 93.7 172.4| 173.0 40.0 65.3 22.0 Nc"'v-Hm{mc VN 4.0 9th-11th grade male 1:2 5.2 Ino
26.0 73.7 152.5 168.0 34.4 471 20.3 | Ngn p | g 2.0 | college graduate or above | female SO 5.2 |no
76.0 1221 172.5 167.0 35.5 102.4 34.4 | Norr= Epamml Tte ;e xl 2.0 | college graduate or above  male 5.0 6.9 Jyes
32.0 100.0 166.2 | 182.0 36.5 1197 28.9 | Mexican American no 20.0 | Less than 9th grade male 0.29 5.3 jno
50.0 99.3 185.0 202.0 42.8 80.9 23.6 | Other or Multi-Racial | no 0.0 | college graduate or above  male 5.0 5.0 jno
28.0 90.3 1751 198.0 40.5 92.2 30.1 | Other or Multi-Racial | no 4.0 | some college or AA degree male 2.26 5.0 §no
35.0 94.6 1729 192.0 39.1 78.3 26.2 | Non-Hispanic White | no 2.0 | high school graduate / GED = male 1.74 5.5 no
58.0 114.8 175.3 | 165.0 40.1 96.0 31.2 | Other Hispanic no 1.0 | some college or AA degree | male 3.09 7.7 jno
57.0 117.8 164.7 | 151.0 35.3 104.0 38.3 | Other or Multi-Racial | yes 1.0 | college graduate or above | female 5.0 5.9 fno
37.0 122.9 185.1 189.0 48.1 126.2 36.8 | Non-Hispanic Black | yes 2.0 | high school graduate / GED | male 0.63 6.2 jyes
69.0 96.6 156.9  208.0 37.0 59.5 24.2 | Non-Hispanic White | no 1.0 | some college or AA degree | female 2.44 5.4 Ino
75.0 130.5 169.6  161.0 36.5 111.9 38.9 | Non-Hispanic White | yes 0.0 | high school graduate / GED male 1.08 5.0 jno
43.0 102.6 176.8 200.0 38.8 90.2 28.9 | Non-Hispanic White | no 5.0 | college graduate or above | male 2.03 4.9 no
60.0 113.6 163.8| 203.0 41.6 104.9 39.1 | Non-Hispanic Black | yes 2.0 9th-11th grade female 5.0 6.1 fno
55.0 90.9 167.9  256.0 43.5 60.9 21.6 | Non-Hispanic White | no 0.0 | high school graduate / GED | female 1.29 5.0 jno
65.0 100.3 145.9 | 166.0 30.0 554 26.0 | Other Hispanic yes 1.0 | Less than 9th grade female 1.22 6.3 fyes

= =

Data from NHANES 2013/14 survey
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he Nata

HEIGHT

UPPER LEG LENGTH

BMI

HIGH BP

EDUCATION

FAMILY INCOME RATIO

DIABETIC

INDFN GLYCOHAEMOGLOBIN 1

Data from NHANES 2013/14 survey

ID |RIDAGEYR B WAIST r gy CHOLESTEROL i eg  WEIGHT gyxemi R RACE BPQ¢ ALCOHOLUSE ympEDUC2 GENDER
69.0 100.0 171.3 7 167.0 7 39.2 78.3 26.7 | Non-Hispanic Black | yes 1.0 jhigh school graduate / GED = male 0.84
54.0 107.6 176.8 170.0 40.0 89.5 28.6 | Non-Hispanic White | yes 7.0 fhigh school graduate / GED | male 1.78
72.0 109.2 175.3 | 126.0 40.0 88.9 28.9 | Non-Hispanic White | yes 0.0 §some college or AA degree | male 4.51
56.0 123 1 1587 2260 34 2 1050 41 7 Mexican American  ves 5.0 §some college or AA degree | male 4.79
61.0 C I X . d t f t es 2.0 Jcollege graduate or above | female 5.0
56.0 O u m n S ] e n O e ea u reS 1.0 jhigh school graduate / GED | female 0.48
65.0 93.7 172.4| 173.0 40.0 65.3 3 no 4.0 |9th-11th grade male 1.2
26.0 73.7 152.5| 168.0 34.4 47 1 20.3 | Non-Hi 2.0 jcollege graduate or above | female 5.0
76.0 122.1 172.5| 167.0 35.5 102.4 34.4 | Non-Hispanic White 2.0 jcollege graduate or above | male 5.0
—— 1000 166.2  182.0 36.5 79.7 28.9 | Mexican American no 20.0 J|Less than 9th grade male 0.29
Pati e nt n u m be r. S h O u I d th iS Multi-Racial | no 0.0 jcollege graduate or above | male 5.0
O Multi-Racial | no 4.0 §some college or AA degree | male 2.26
rea I I be a fea tu re? anic White | no 2.0 fhigh school graduate / GED | male 1.74
y * panic no 1.0 §some college or AA degree | male 3.09
57.0 117.8 164.7  151.0 35.3 104.0 38.3 | Other or Multi-Racial | yes 1.0 jcollege graduate or above | female 5.0
37.0 122.9 185.1 189.0 48.1 126.2 36.8 | Non-Hispanic Black | yes 2.0 Jhigh school graduate / GED | male 0.63
69.0 96.6 156.9 208.0 37.0 59.5 24.2 | Non-Hispanic White | no 1.0 some college or AA degree | female 2.44
75.0 130.5 169.6  161.0 36.5 111.9 38.9 | Non-Hispanic White | yes 0.0 fhigh school graduate / GED | male 1.08
43.0 102.6 176.8 200.0 38.8 90.2 28.9 | Non-Hispanic White | no 5.0 jcollege graduate or above | male 2.03
60.0 113.6 163.8 208.0 41.6 104.9 39.1 | Non-Hispanic Black | yes 2.0 §9th-11th grade female 5.0
55.0 90.9 1679 256.0 43.5 60.9 21.6 | Non-Hispanic White | no 0.0 jhigh school graduate / GED | female 1.29
65.0 100.3 1459 166.0 30.0 55.4 26.0 | Other Hispanic yes 1.0 jLess than 9th grade female 1.22
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Featiire Tvoes

HEIGHT UPPER LEG LENGTH

BMI

numeric

nominal

ID RIDAGEYR B WAIST r gmpy CHOLESTEROL MXLEG WEIGHT BV{ | R RACE
4

HIGH BP

;P ¢ ALCOHOLUSE ympEDUGC2

ordinal

EDYCATION

binarxo

FAMILY INCOME R

/ / GENDER |NDFNGLYCO&

69.0 100.0 171.3| 167.0 39.2 78.3 26.7 | Non-Hispanic Black
54.0 107.6 176.8 170.0 40.0 89.5 28.6 | Non-Hispanic White
72.0 109.2 175.3 | 126.0 40.0 88.9 28.9 | Non-Hispanic White
56.0 123.1 158.7 | 226.0 34.2 105.0 41.7 | Mexican American
61.0 110.8 161.8 168.0 S/l 93.4 35.7 | Non-Hispanic White
56.0 85.5 152.8 278.0 32.4 61.8 26.5 | Non-Hispanic White
65.0 93.7 172.4 | 173.0 40.0 6558 22.0 | Non-Hispanic White
26.0 73.7 1525 168.0 34.4 47 1 20.3 | Non-Hispanic White
76.0 122.1 172.5| 167.0 8985 102.4 34.4 | Non-Hispanic White
32.0 100.0 166.2 182.0 36.5 L7 28.9 | Mexican American
50.0 99.3 185.0 202.0 42.8 80.9 23.6 | Other or Multi-Racial
280 an 2 Gl d <2 1Q0 0 A0 6B Q9 9 L fals | Dibhaor o B Multi_RaCial
“*| This col bi
o IS column seems pbinary,

: «
«0| but alsohas “refused to .. ¢iiraca
37.0 a nswer” a nd ((don )t knOW” spanic Black
69.0 spanic White
75.0 categories spanic White
43.0 UL .U LI~ [AvAv v} VUL ALY =VU.J NUTT I Dpanic White
60.0 113.6 163.8  203.0 41.6 104.9 39.1 | Non-Hispanic Black
55.0 90.9 167.9 256.0 43.5 60.9 21.6 | Non-Hispanic White
65.0 100.3 145.9 166.0 30.0 55.4 26.0 | Other Hispanic
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Data from NHANES 2013/14 survey
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5.0
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Data Dictionary

* Data sets are often accompanied by a data dictionary that describes each
feature

e Itis critical to understand the data!

* The dictionary for our data:
https://wwwn.cdc.gov/nchs/nhanes/Default.aspx

ID AGE WAIST_CIRCUM HEIGHT CHOLESTEROL UPPER_LEG_LEN WEIGHT BMI RACE (RIDRETH1) HIGH_BP ALCOHOL_USE EDUCATION (DMDEDUC2) GENDER FAMILY_INCOME_RATIO GLYCOHEMOGLOBIN DIABETIC
(SEQN) (RIDAGEYR) (BMXWAIST) (BMXHT) (LBXTC) (BMXLEG) (BMXWT) (BMXBMI) (BPQ020) (ALQ120Q) (RIAGENDR) (INDFMPIR) (LBXGH)

73557 69.0 100.0 171.3 167.0 39.2 78.3 26.7 | Non-Hispanic Black | yes 1.0 | high school graduate / GED ' male 0.84 13.9 yes

73558 54.0 107.6 176.8 170.0 40.0 89.5 28.6 | Non-Hispanic White ' yes 7.0 | high school graduate / GED | male 1.78 9.1  yes

73559 72.0 109.2 175.3 126.0 40.0 88.9 28.9 | Non-Hispanic White | yes 0.0 | some college or AA degree | male 4.51 8.9 yes

73562 56.0 1031 1587 2260 342 1050 417 Memw_ 5.0 some college or AA degree | male 4.79 5.5 no

73564 61.0 7 7 7 — ref u S e d 9 9 9 d O n t 2.0 | college graduate or above female 5.0 5.5 |no

73566 56.0 1.0  high school graduate / GED | female 0.48 5.4 no

73567 65.0 4.0 | 9th-11th grade male 1.2 5.2 no

73568 26.0 k n O W 2.0 | college graduate or above female 5.0 5.2  no

73571 76.0 1221 172.5 167.0 355 102.4 34. 2.0 | college graduate or above male 5.0 6.9 yes
i i 20.0 0.29 5.3

73577 32.0 100.0 166.2 182.0 36.5 79.7 28.9 | Mexican American no Less than 9th grade male no

73581 50.0 99.3 185.0 202.0 42.8 80.9 23.6 | Other or Multi-Racial | no 0.0 | college graduate or above male 5.0 5.0 no

Data from NHANES 2013/14 survey 21
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Decision Trees for People

How do we train a human to make a diagnosis?

e Often, a kind of flowchart based on tests!
“Decision Tree”

" e.g., how we train psychiatrists to make
diagnoses? =2

e “Explainable” in a clear way, easy to evaluate

|dea: Let’s create decision trees by looking at
example input->output pairs i.e. learning!

First, let’s formalize what we mean by a decision
tree...

Distractibility

'

Due to the direct effects of a
substance (including
medications)

N
A

Due to the direct effects of a
general medical condition

N

A

APA DSM Library

SUBSTANCE
o | INTOXICATION;
™| SUBSTANCE
WITHDRAWAL
Associated with a
disturbance in attention DELIRIUM DUE TO
and awareness —>»1 ANOTHER MEDICAL

characterized by a
fluctuating course

Ny

Associated with evidence
of decline in one or more
of the following cognitive
domains: complex
attention, executive
function, learning and
memory, language,
perceptual-motor, or
social cognition

CONDITION (3.16.1)

MAJOR or MILD
NEUROCOGNITIVE
DISORDER DUE TO
ANOTHER MEDICAL
CONDITION (3.16.2)

Related to an inability to filter
out unimportant external
stimuli accompanied by other
symptoms of mania

N

OTHER SPECIFIED
MENTAL DISORDER DUE
TO ANOTHER MEDICAL
CONDITION;
UNSPECIFIED MENTAL
DISORDER DUE TO
ANOTHER MEDICAL
CONDITION

N

Y

Related to an inability to
concentrate accompanied by
other symptoms of depression

A4

MANIC EPISODE in
BIPOLAR | DISORDER
(3.3.1) or
SCHIZOAFFECTIVE
DISORDER (3.2.2)

N

Y

Associated with delusions or
hallucinations

\4

MAJOR DEPRESSIVE
EPISODE in MAJOR
DEPRESSIVE DISORDER
(3.4.1), BIPOLAR |
(3.3.1) or BIPOLAR Il
(3.3.2) DISORDER, or
SCHIZOAFFECTIVE
DISORDER (3.2.2);
PERSISTENT DEPRESSIVE
DISORDER (3.4.2)

N

Psychotic Disorder [e.g.,
SCHIZOPHRENIA [3.2.1]).
See Delusions Tree (2.5)

q
| or Hallucinations Tree

(2.6) for differential
e 5




A Decision Tree Based on Boolean Tests

For continuous features, we’ll restrict our study to internal nodes that make
binary decisions™ based on a single feature:

- e.g. is a real-valued feature above or below some threshold?
- e.g. is a binary-valued feature true or false?

* for discrete-valued features we will usually create as many splits as the
number of values.

# days with fever

macrolides

prescribe
macrolides

Decision tree example from: Martignon and Monti. (2010).
Conditions for risk assessment as a topic for probabilistic
education. Proceedings of the Eighth International Conference
on Teaching Statistics (ICOTSS).

macrolides
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Each Internal Tree Node “Splits” Training Data

ColorOfCoat | TypeOfHorse

black thoroughbred N=5: 3 classes

bay Arabian

black thoroughbred ColorOfCoat
chestnut quarter = ‘black’

black Arabian / \

ColorOfCoat | TypeOfHorse
ColorOfCoat | TypeOfHorse

ba Arabian
black thoroughbred y

chestnut uarter
black thoroughbred <
black Arabian N=2; 2 classes

N=3; 2 classes




Representing Decision Trees

sklearn text
| -——— worst perimeter <= 105.95
| |-—-—- worst concave points <= 0.135
| class: benign
| |-—-- worst concave points > 0.135
| | |-—-- class: malignant
| -——— worst perimeter > 105.95
| |-—— worst perimeter <= 117.45
| | |-—-- class: malignant
| |-——- worst perimeter > 117.45
| | |-—-- class: malignant

sklearn graphviz

dtreeviz

123‘ ‘\
0 T
50.4 A

105.95 251.2

cancer
I malignant
I benign

worst perimeter

,/< k
64
43 J I
lIIliIIIII‘I..‘-______J____T_ 0
0 A 50.4

0.000

117.45 251.2

0-291 worst perimeter

0.14
worst concave points

&

worst perimeter < 105.95
entropy = 0.953
samples = 569
value =[212, 357]
class = benign

Al
n=25
malignant

n=320 n=57 n=167

entropy = 0.999
samples = 25
value =[13, 12]
class = malignant

malignant malignant

entropy = 0.998
samples =57
value = [30, 27]
class = malignant

Decisions trees generated on Wisconsin
Breast Cancer dataset in sklearn
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Decision Tree — Induced Partition

| -—— worst perimeter <= 105.95

| |--- worst concave points <= 0.135 030 1 N -
| | |--—- class: benign . ® |
o
| |--— worst concave points > 0.135 0.25 | -
| | |-—-— worst concave points < 0.16 g °
| | | |-—-- class: benign 'g 0.20 -
| | |-—-— worst concave points > 0.16 O
| | | | --- worst perimeter > 80 - e B
| | | | | --- class: malignant §
| | | | -—- worst perimeter < 80 !
| | | | | --- class: benign t 0107
O
= Cancer
ek B malignant
B benign
0.00 -

| | | | | | |
50 75 100 125 150 175 200 225 250
worst perimeter

Decisions trees generated on Wisconsin
Breast Cancer dataset in sklearn 28



Decision Tree — Induced Partition

| -—- worst perimeter <= 105.95

| |-—— worst concave points <= 0.135 0.30 + .
| | |-—— class: benign . ® |
o
| |--— worst concave points > 0.135 0.25 | -
| | |-—-— worst concave points < 0.16 g °
| | | |-—-- class: benign 'g 0.20 -
| | |-—-— worst concave points > 0.16 O
| | | | --- worst perimeter > 80 - e B
| | | | | --- class: malignant §
| | | | -—- worst perimeter < 80 !
| | | | | --- class: benign t 0107
O
= Cancer
w1 = mmm malignant
. B benign
L=l
00041 o o
<

| | | | | | |
50 75 100 125 150 175 200 225 250
worst perimeter

Decisions trees generated on Wisconsin
Breast Cancer dataset in sklearn 29



Decision Tree — Induced Partition

| -—- worst perimeter <= 105.95

| -—- worst concave points <= 0.135
| |-—-— class: benign

| -——— worst concave points > 0.135
| |-—-— worst concave points < 0.16
| |-—-—- class: benign

| -——— worst concave points > 0.16
| —-—— worst perimeter > 80

| ——- class: malignant

-—— worst perimeter < 80

| ——- class: benign

worst concave points

0.30 -

0.25 1

0.05

0.00 1

0.20 1

0.15 -

0.10 -

o ..
[u} e .. [} o o :;. : . I
e % o : oo Fooe °
~. .. o o
T :.‘?., 0
. ..‘. ."r.go.. %o )
s By C
o °
0. o
..
é
Cancer
B malignant
B benign

| | | | | |
125 150 175 200 225 250
worst perimeter

Decisions trees generated on Wisconsin
Breast Cancer dataset in sklearn 30



Decision Tree — Induced Partition

| -—— worst perimeter <= 105.95

| |--- worst concave points <= 0.135
| | |-——- class: benign

| |-—-- worst concave points > 0.135
| | |-—-—- worst concave points < 0.16
| | |-—-—- class: benign

| | -——— worst concave points > 0.16
| | | -——— worst perimeter > 80

| | | -——- class: malignant

| | ——- worst perimeter < 80

| | | ———- class: benign

So what is the hypothesis class
expressed by a DT?

worst concave points

0.30 1

0.25 1

0.05 1

0.00 4

0.20 1

0.15 1

0.10 1

0o
Cpes By e °
M“. [u)
o °
o ..° )
o
&% &
Cancer
B malignant
B benign

T T T | | | | | |
50 75 100 125 150 175 200 225 250
worst perimeter

Decision trees divide the feature space into axis-aligned “hyperrectangles”






Decision Trees with Boolean
Variables
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Decision Trees and Boolean Functions

 Decision trees can represent any Boolean function of the features

A B A xor B A

T T F T F

FooT T B B
- © 06 &

* In the worst case, the tree will require exponentially many nodes
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Decision Trees and Boolean Functions

 Decision trees can represent any boolean function of the features

A

row = path to leaf

B A xor B
T F

— —|>

B

B

==L Y R
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Decision Trees and Boolean Functions

* DTs have a variable-sized hypothesis space based on their depth
" Depth 1: any boolean function based on one feature
" Depth 2: any boolean function based on two features

A A

T F T F °,
DTs of depth 1 ¢
are also called B B

I NE
T, YR
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Training Decision Trees




op-Down Decision Tree Training — Grow top down

A
T F
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Top-Down Decision Tree Induction
[ID3 (1986), C4.5(1993) by Quinlan]

Let D be a set of labeled instances; D = {(x;, y))} =1 = [Xnxp» YNxi]
Let D[X; = v] be the subset of D where feature X; has value v

function train tree (D)

1. If data D all have the same label y, return new leaf node (y)
2. Pick the “best” feature X; to partition D

3. Setnode = new decision_ node (Xj)

4. For each value v that X; can take
= Recursively create a new child train tree (D[X; = v]) of node

5. Return node



op-Down Decision Tree Training

A
T F

606 e




Top-Down Decision Tree Induction
[ID3, C4.5 by Quinlan]

Let D be a set of labeled instances; initially D = {x;, y;}}~1 = [Xnxp» Ynxi]
Let D[X; = v] be the subset of D where feature X; has value v

How do we choose which feature is
function train tree (D) best?

1. If data D all have the sar%@turn new leaf node (y)

2. Pick the “best” feature X; to partition D
3. Setnode = new decision_ node (Xj)

4. For each value v that X; can take
= Recursively create a new child train tree (D[X; = v]) of node

5. Return node

42



Choosing the “Best Feature”

Key problem: how should we choose which feature to split the data?

Possibilities:

Choose any
feature at
random?

43



Diabetes DT — Random Features

l

~
[

Is this really the best way to choose decision nodes?
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Choosing the Best Feature

Key problem: how should we choose which feature to split the data?

Possibilities:

Choose any
feature at
random

45



Choosing the Best Feature

Key problem: how should we choose which feature to split the data?

Possibilities:
o
Choose any Choose the
feature at feature with the
random largest expected

information gain

_— \

I.e., the feature that is expected to
result in the shortest subtree

46
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Recap: DT with random features

Recall: We like Simple Models!
This is why we studied Bias-Variance Tradeoffs, Regularization, Feature Selection etc.

)



Learning bias: Occam’s Razor

Principle stated by William of Ockham (1285-1347)
" “non sunt multiplicanda entia praeter necessitatem”
" entities are not to be multiplied beyond necessity
" also called Ockham’s Razor, Law of Economy, or Law of Parsimony

Key Idea: The simplest consistent explanation is the best

(Recall: this is also why we used “regularization” in linear and logistic
regression.)

https://en.wikipedia.org/wiki/William_of Ockham

50


https://en.wikipedia.org/wiki/William_of_Ockham

DT with random features

— =

T T

s

How could we make smaller trees (and keep Occam happy)?



Recap: ID3 learning approach

Top-Down Decision Tree Induction

[ID3 (1986), C4.5(1993) by Quinlan]

Let D be a set of labeled instances; D = {(x;, y)}=1 = [Xnxp) Ynx1]
Let D[X; = v] be the subset of D where feature X; has value v

function train tree (D)
1. If data D all have the same label y, return new 1eaf node (y)

Pick the “best” feature X; to partition D

Setnode = new decision node (Xj)

For each value v that X; can take

= Recursively create a new child train tree (D[X; = v]) of node

W N

5. Return node

40

The only way to stop growing a tree larger is to get to homogenous decision
nodes where all samples have the same label ~J%



Decision Tree Classifier
— IIZO_QueStlonSII Alive?

No Yes

Alice has an object / person in Ever Alive? L —

mind
No Yes No Yes
Bob can ask her up to 20 yes/no /\

questions, must guess as quickly - Mammal? Friend?
as possible /\ /\
Questions = Decision Tree nodes In Family?
Number of questions = depth of No Yes
tree .1
ldentity ~ Category Label No/\Yes

Intuitively, must ask questions such that we expect the answers to:
 “rule out as many category options as possible”
 “reveal as much information about the label as possible”







A Measure of Impurity




Choosing Features for Short Decision Trees

. . . Subset of Data
Key Idea: good features ideally partition the data into subsets [s., s eiciiononseaica oaseri

that are either “all positive” (blue) or “all negative” (orange)

o FE=8 = [Fa
23 38 8
® o o @ @

77777

S
yes
' ' ' ' ' ' ' ' 77777 yes college g no
66666 no high school graduate no
77777 no 9th-11th grade no
77777 no college graduate or above no
yes college graduate or above | yes
High Blood Pressure? Educatlon ’’’’ RS oo S
g no college graduate or above no
C 55555 no some college or AA degree | no
K0 > O//@
q '\' L é}@
~<\ 00 0
X O/
A L S
L &

it ¢ 1 "i

Which split is more informative?
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Impurity

* Measures the level of impurity in a group of samples

57



Impurity

* Measures the level of impurity in a group of samples

Note: All x’s is also “pure”

Could we come up with an “impurity function” of a set of samples?

58



A Candidate For An “Impurity Function”: Entropy

* Let Y be any discrete random variable that can take on n values
* The entropy of Y is given by

n

H(Y) = —ZP(Y =) log, P(Y = i) Shannon
i=1

Strictly, the entropy H(Y) maps from a probability distribution (over the class
label random variable Y) to an impurity score

0

We'll denote H(D) to map from a data subset D to the impurity score, by
setting probability distribution = distribution of labels Y in D

59



Entropy of Binary Classes

Entropy H(D) = — .. P(Y = c¢)log, P(Y = ¢),
where different ¢’s correspond to different class labels

Min Impurity Max Impurity
All instances in  [nstances split evenly among
same class classes

H(D) = —-1logl H(D) = —-0.5log0.5—0.5l0og0.5

proportion of positive class
]

Image: Tom Mitchell 60



Choosing Features for Short Decision Trees

it it
it it
High Blood Pressure? Education
o S ? &OO) R
it ftitit | f { TIRRIT

Recall: Ask questions such that the answers will reduce impurity in child nodes

When considering splitting on attribute / feature X;,

* Need to estimate the “expected drop in impurity” after “getting the
answer” /partitioning the data

* “Information Gain” based on our entropy function:
IG(D, X)) = H(D) — £, H(D[X; = v])P(X; = v)

61



Information Gain

Entropy H(D) = — >, P(Y = ¢)log, P(Y = ¢),
where different ¢’s correspond to different class labels

IG(D,X;) = H(D) — X, H(D|X; = v])P(X; = v)

NN N N\

* The second term is sometimes called the “conditional entropy”:

H(D|X;) = Z H(D|X; = v])P(X; = v) \

* The information gain may then also be written as:
IG(D,X;) = H(D) — H(D|X))

E[?]
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Example IG Calculation
IG(D, X;) = H(D) — X, H(D|X; = v|)P(X; = v)

H(parent) =

14, 14 16, 16
30 82730 30 8230

= 0.996

30 instances:
14 blue,
16 orange

weighted_mean(H(children)) =

17 13
— - 0. — - 0.391
30 0.787 + 30

= 0.615

12 orange

H(child)) =

13,13 1.4 1,1 12, 12 IG = 0.996 — 0.615 =
17 282717 17 282717 13 282 713 082 73

13
= 0.787 = 0.391 L 1?)

Based on example by Pedro Domingos
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Revisiting Our Diabetes Example

ID HIGH_BP EDUCATION (DMDEDUC2) DIABETIC
(SEQN) (BPQ020)

Which split is more informative?

73557 | yes high school graduate / GED | yes
73558 | yes high school graduate / GED | yes

73559 | yes some college or AA degree | yes
73562 | yes some college or AA degree | no ' ' ' ' ' ' ' '
73564 | yes college graduate or above no
73566 | no high school graduate / GED | no ' ' ' ' ' ' ' '

73567 | no 9th-11th grade no

73568 | no college graduate or above no

73571 | yes college graduate or above yes High BlOOd Pressu re? Education

73577 | no Less than 9th grade no
73581 | no college graduate or above | no N q&\(\ \\{? g
73585 | no some college or AA degree | no YeS O L '\ —
o o0
o %)
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Information Gain For Diabetes Example

ID

(SEQN) (BPQ020)

HIGH_BP EDUCATION (DMDEDUC2) DIABETIC

73557 | yes
73558 | yes

73559

73562 | yes
73564 | yes
73566 | no
73567 | no
73568 | no
73571 | yes
73577 | no
73581 | no
73585 | no

Y
Yi
yes
Y
Y

high school graduate / GED | yes
high school graduate / GED | yes
some college or AA degree | yes
some college or AA degree  no

college graduate or above no

High BP

high school graduate / GED | no
9th-11th grade

college graduate or above no
college graduate or above yes
Less than 9th grade

college graduate or above no

some college or AA degree | no

Need to compute:
IG(D,High BP) = H(D)- H (D |High BP)
IG(D, Education) = H(D)- H (D| Education)

<9th 9th-11th HS grad some college college grad
Education
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Information Gain For Diabetes Example

ID

(SEQN) (BPQ020)

HIGH_BP EDUCATION (DMDEDUC2) DIABETIC

73557 | yes
73558 | yes

73559

73562 | yes
73564 | yes
73566 | no
73567 | no
73568 | no
73571 | yes
73577 | no
73581 | no
73585 | no

y! high school graduate / GED | yes
y high school graduate / GED | yes
yes some college or AA degree | yes
y some college or AA degree  no
y college graduate or above no
high school graduate / GED | no
9th-11th grade

college graduate or above no

college graduate or above yes

college graduate or above no

High BP

Less than 9th grade

some college or AA degree | no

Need to compute:

<9th 9th-11th

Education

HS grad some college college grad

——

IG(D,High BP) = H(D)

—H (D [Hight b

IG(D, Education) = H(D)- H (D| Education)

H(D) = - 4/12 1g 4/12
- 8/121g 8/12
- 0.918
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Information Gain For Diabetes Example

ID HIGH_BP EDUCATION (DMDEDUC2) DIABETIC
(SEQN) (BPQ020)

73557 | yes high school graduate / GED | yes
73558 | yes high school graduate / GED | yes
73559 | yes some college or AA degree | yes
73562 | yes some college or AA degree | no
73564 | yes college graduate or above no
73566 | no high school graduate / GED | no
73567 | no 9th-11th grade

73568 | no college graduate or above no
73571 | yes college graduate or above yes
73577 | no Less than 9th grade

73581 | no college graduate or above no
73585 | no some college or AA degree | no

Need to compute:

IG(D,High BP) =
IG(D, Education) = H(D)- H (D| Education)

I
%yesi
< -
» |
T ol f

<9th 9th-11th

Education

HS grad some college college grad

Z = (6/12) * (-2/6 1g 2/6
H(D) - H (D |High BP) _4/6 |g 4/6)

+(6/12) * (0)
= 0.459
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Information Gain For Diabetes Example

ID HIGH_BP EDUCATION (DMDEDUC2) DIABETIC
(SEQN) (BPQO020)
_ I 1 1 I I I I I I I
73557 | yes high school graduate / GED | yes m I I I I I I I I I I
73558 | yes high school graduate / GED | yes m yeS | | | 1 | | | 1 | 1
73559 | yes some college or AA degree | yes 1 | 1 | 1 | | | | |
73562 | yes some college or AA degree | no _: : I : l : l I l I l
73564 | yes college graduate or above | no bo I : I : I : : : : 1
73566 | no high school graduate / GED | no — 1 1 I -
T I I I I I I I
73567 | no 9th-11th grade Nno | | | 1 | 1 | 1 1 |
73568 | no college graduate or above no I I I I I I I l I l
L ] | & S L ] | - - |
73571 | yes college graduate or above yes
73577 | no Less than 9th grade o
73581 | no college graduate or above | no < 9 t h 9th - 1 1 th H S g d m I I I I d
73585 | no some college or AA degree  no ra S O e C O e g e C O e ge g ra

Edi_ (1/12)* 0 +(1/12)* 0
Need to compute: +(3/12) *(-1/31g 1/3
. ~ . - 2/31g2/3)
IG(D,High BP) = H(D)- H (D |High BP) +(3/12) * (-2/3 Ig 2/3
IG(D, Education) = H(D) - H (D| Education) -1/31g 1/3)
+(4/12) * (-3/4 1g 3/4
- 1/41g” 14)

=0.730




Information Gain For Diabetes Example

ID

(SEQN) (BPQ020)

HIGH_BP EDUCATION (DMDEDUC2) DIABETIC

73557 | yes
73558 | yes

73559

73562 | yes
73564 | yes
73566 | no
73567 | no
73568 | no
73571 | yes
73577 | no
73581 | no
73585 | no

Y
Yi
yes
Y
Y

high school graduate / GED | yes
high school graduate / GED | yes
some college or AA degree | yes
some college or AA degree  no
college graduate or above no

high school graduate / GED | no

High BP

9th-11th grade

college graduate or above no
college graduate or above yes
Less than 9th grade

college graduate or above no

some college or AA degree | no

Need to compute:
IG(D,High BP) = H(D)- H (D |High BP) = 0.918 - 0.459 = 0.459 0.459 Y
IG(D, Education) = H(D)- H (D| Education) = 0.918 - 0.730 =0.188

<9th 9th-11th HS grad some college college grad
Education
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