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Agenda: Ethics

• Dataset issues

• Fairness/discrimination in ML models

• Misinformation about ML

• Feedback in ML systems

• Practical principles for ethical ML



Recap: Data Collection Issues

• Need to gather representative sample

• Need to ensure labels are unbiased

• Need to think carefully about whether to include sensitive attributes



Agenda: Ethics
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Fairness and ML

• What does it mean to be fair?



Case Study: Criminal Justice

• Software by Northpointe to predict recidivism for defendants
• I.e., risk of committing future crimes

• Used to help make bail, sentencing, and parole decisions



Case Study: Criminal Justice

• Features: 137 questions answered by defendants or criminal records:
• “Was one of your parents ever sent to jail or prison?”

• “How many of your friends/acquaintances are taking drugs illegally?”

• “How often did you get in fights while at school?” 

• Agree or disagree? “A hungry person has a right to steal”

• Agree or disagree? “If people make me angry or lose my temper, I can be 
dangerous.”

• Exact algorithm and model is a trade secret



Case Study: Criminal Justice

• Race is not a feature

• Problem: Correlated features
• One of the developers of the system said it is difficult to construct a score that 

doesn’t include items that can be correlated with race

• E.g., poverty, joblessness and social marginalization

• “If those are omitted from your risk assessment, accuracy goes down”

• Similar to Amazon hiring bias example



Case Study: Criminal Justice



Defining Fairness

• Legally Protected Attributes
• Race, sex, color, religion, national origin (Civil Rights Act of 1964, Equal Pay 

Act of 1963)

• Age (Discrimination in Employment Act of 1967)

• Citizenship (Immigration Reform and Control Act)

• Pregnancy (Pregnancy Discrimination Act)

• Familial status (Civil Rights Act of 1968)

• Disability (Rehabilitation Act of 1973; Americans with Disabilities Act of 1990)

• Veteran status (Vietnam Era Veterans' Readjustment Assistance Act of 1974; 
Uniformed Services Employment and Reemployment Rights Act)

• Genetic information (Genetic Information Nondiscrimination Act)



Defining Fairness

• Potential definition: Two individuals differing on sensitive attributes 
but otherwise identical should receive the same outcome

• Issue: What does it mean for two people to be “otherwise identical”?
• What if just their accents differ?

• What if just their attire differs?

• Also ignores historical discrimination encoded in features, which is 
even harder to address



Defining Fairness

• Accuracy and fairness
• Low accuracy can result in unfairness

• E.g., strong student scored as highly as weak one for college admissions

• But highest accuracy model is not necessarily the most fair

• Group fairness: Account for performance on subgroups

Fairness metric = 𝐹 𝐿 𝑓; 𝑋1 , … , 𝐿 𝑓; 𝑋𝑘



Group Fairness

• Problem setup
• Sensitive attribute 𝐴

• ML model 𝑅 mapping input features 𝑋 to prediction 𝑌 = 𝑅 𝑋

• True outcome 𝑌 (typically binary, and 𝑌 = 1 is the “good” outcome)

• Example: Insurance risk prediction
• 𝐴 = age

• 𝑅 = predicted cost

• 𝑌 = true cost



Group Fairness

• Independence: Risk score distribution should be equal across ages:

𝑃 risk score age = 𝑃 risk score

• E.g., equal proportion of low risk customers for young vs. old people

• Often called demographic parity

• What if lower age groups in fact behave more riskily?



Group Fairness

• Separation: Risk score should be independent of age given outcome:

𝑃 risk score age, true outcome = 𝑃 risk score ∣ true outcome

• Equivalent to saying the true positive rate and false positive rate are equal 
across subgroups

• Example: Both of the following hold:
• Fraction of young, low-insurance-usage people correctly identified as low-risk 

= Fraction of old low-insurance-usage people correctly identified as low-risk
• Fraction of young high-insurance-usage people wrongly identified as low-risk 

= Fraction of old high-insurance-usage people wrongly identified as low-risk



Group Fairness

• Sufficiency: Outcome should be independent of risk score given age:

𝑃 true outcome, age risk score = 𝑃 true outcome ∣ risk score

• Intuitively, risk score tells us everything we need to know about the true 
outcome with respect to age



Group Fairness



Group Fairness

• Three notions are incompatible!

• Thus, need carefully choose what kinds of fairness we ask for

Solon Barocas, Moritz Hardt, Arvind Narayanan, “Fairness and Machine Learning”



Algorithms for Ensuring Fairness

• Given a notion of fairness, there are a few ways of achieving it

• Example: Independence
• Pre-processing: Adjust features to be uncorrelated with sensitive attribute

• Training constraints: Impose the constraint during training

• Post-processing: Adjust the learned classifier so its predictions are 
uncorrelated with the sensitive attribute

• Goodhart’s law: “When a measure becomes a target, it ceases to be a 
good measure” – Marilyn Strathern
• Do not blindly impose fairness, need to carefully examine predictions



Human-in-the-Loop Fairness

• Potential solution: Have domain experts weigh in on what 
performance metrics result in fair model selection/training

• Challenges
• Experts may not understand limitations of ML models (e.g., does a judge 

using a system understand that it only has 60% accuracy?)

• Potential for selective enforcement based on human biases



Human-in-the-Loop Fairness

• Example: In bail decision-making, judges selectively follow model
• Less lenient against younger defendants, especially minorities

• Younger defendants are actually more risky, but judges may have been lenient 
due to societal norms (e.g., “second chance”)

• Judges followed algorithm less and less over time

https://www.washingtonpost.com/business/2019/11/19/algorithms-were-supposed-
make-virginia-judges-more-fair-what-actually-happened-was-far-more-complicated/
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Misinformation about ML

Comparison: Experts predicts in the ~50-year (may be optimistic)



Example: Self-Driving Without LIDAR



Example: Resume Evaluation

Based on slides by Arvind Narayanan
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Feedback Loops in ML Systems

• ML models are often part of a larger system

• Example: Feedback loop in PredPol (used to predict crime)
• This kind of approach is “especially nefarious” because police can say: “We’re 

not being biased, we’re just doing what the math tells us.” And the public 
perception might be that the algorithms are impartial. – Samuel Sinyangw



Feedback Loops in ML Systems

• Recommender systems: “A system for predicting the click through 
rate of news headlines on a website likely relies on user clicks as 
training labels, which in turn depend on previous predictions”

• Potential for adversarial feedback
• Tricking a resume screening system by entering keywords like “Oxford”

• Anecdotal: Computer vision systems to predict poverty and (semi-) automate 
global aid allocation decisions lead to people switching off their night lights 
and dressing up concrete roofs as thatched roofs

Machine Learning: The High Interest Credit Card of Technical Debt

D. Sculley, Gary Holt, Daniel Golovin, Eugene Davydov, Todd Phillips, Dietmar Ebner, Vinay Chaudhary, Michael Young
SE4ML: Software Engineering for Machine Learning (NIPS 2014 Workshop)

Satellite images used to predict poverty
By Paul Rincon
Science editor, BBC News website



Extreme Example: “Future Features”

• Scenario
• Build a highly complex classifier with 99% accuracy for a time-series problem
• Later, build a new classifier with 98.5% accuracy, runs 1000 × faster 
• Catastrophic failure when deployed!

• Problem
• Training data included classifier’s prediction from previous step as input
• New classifier: “Recycles” the prediction from the previous step (i.e., just use 

that single feature as the prediction!)
• Works fine when previous prediction was already accurate
• No longer the case after deployment!



Potential Solution

• DAGGER algorithm
• Originally designed for imitation learning (i.e., RL from expert data)
• Continuously collect new labels and add to training set

• 𝑍 ← Initial dataset
• For 𝑡 ∈ 1,2, … :

• Train 𝑓𝛽  on 𝐷 and use to make decisions on new examples 𝑋𝑡

• Observe (or collect) ground truth labels 𝑌𝑡  for 𝑋𝑡
• 𝑍 ← 𝑍 ∪ 𝑋𝑡 , 𝑌𝑡

• Use multi-armed bandits when there is partial feedback

Drew Bagnell, Feedback in Machine Learning, https://www.youtube.com/watch?v=XRSvz4UOpo4

https://www.youtube.com/watch?v=XRSvz4UOpo4


More Challenging Feedback Loops

• Example: Hiring ads
• Women tend to click on job ad with second-highest salary
• ML model learns that women do not click on highest salary job ad, so it stops 

recommending it
• Second-highest salary job ad → Highest salary job ad
• Women click on new second-highest salary job ad!

• No substitute for manual analysis of ML models in projection
• You’ll never be out of a job (at least for the foreseeable future)!

Lambrecht & Tucker. Algorithmic Bias? An Empirical Study of Apparent Gender-Based 
Discrimination in the Display of STEM Career Ads
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Ethical Issues

• When you build ML models, you are responsible for how it is 
eventually deployed
• Face classifier may be used by an authoritarian government to track people or 

target minority subgroups

• Technology may be used in safety critical settings without sufficient validation



Best Practices for Ethical ML

• Human augmentation

• Bias evaluation

• Explainability and justification

• Displacement strategy



Human Augmentation

• Assess the impact of incorrect predictions and, when reasonable, 
design systems with human-in-the-loop review processes

• Especially important in domains with significant impact on human 
lives (e.g. justice, health, etc.)
• All stakeholders’ values and perspectives should be accounted for during 

algorithm design

• Domain experts as human-in-the-loop reviewers of ML decisions



Bias Evaluation

• Use tools to understand bias in ML models
• No standard strategy, need to careful consider potential sources of bias for 

the domain you are working in

• Requires continuous monitoring, not one-time effort



Explainability and Justification

• Use tools to explain ML predictions
• Even though accuracy may decrease, the explainability may be significant

• Important for end users to be able to understand ML predictions

• Especially important due to hype and misinformation about ML

• Challenges
• Potential leaking of sensitive data

• Easy to game, e.g., “adversarial feedback”

• Loss of competitive advantage

• Sometimes hard to interpret, even for experts

Samuele Lo Piano, “Ethical Principles …” 2020



Explainability and Justification

• Legal considerations
• France’s Digital Republic Act gives the right to an explanation as regards 

decisions on an individual made by algorithms

• How and to what extent the algorithm was used, which data was processed 
and its source, etc.

• Other countries considering similar laws

Samuele Lo Piano, “Ethical Principles …” 2020



Displacement Strategy

• Identify and document relevant information so that business change 
processes can be developed to mitigate the impact on workers being 
automated

• Ensure all stakeholders are brought on board and develop a change-
management strategy before automation

• Often, the workers are asked to do labor (e.g., generating training 
data) that will help automate themselves. Are the appropriately 
compensated?

Based on material from The Institute for Ethical AI and ML



Accountability

• Question: Should a passenger in automated car be able to command 
it to go 80 MPH on a 55 MPH road?

• Reasons for “No”
• It’s illegal and can endanger others

• Who is liable for accidents? Driver? Manufacturer? Insurance company?

• Reasons for “Yes”
• Many exceptions!

• Rushing someone to the hospital, escaping a tornado, etc.

Based on material from The Institute for Ethical AI and ML



Other Challenges

• The ethics of ML and AI systems is an urgent topic now, not because 
of speculative future scenarios
• Open and active area of research, involves scholars from law, social sciences, 

etc., as well as domain experts

• Law moves slowly, and legal frameworks have much to catch up to

• Looking forward
• AI safety: How can we make AI without unintended negative consequences?

• AI alignment:  How can AI make decisions that align with our values?



Useful Tools

• IBM AI Fairness 360: https://aif360.mybluemix.net/

• Google ML Fairness Gym: https://github.com/google/ml-fairness-gym

• Facebook Fairness Flow: https://venturebeat.com/2021/03/31/ai-
experts-warn-facebooks-anti-bias-tool-is-completely-insufficient/

https://aif360.mybluemix.net/
https://github.com/google/ml-fairness-gym
https://venturebeat.com/2021/03/31/ai-experts-warn-facebooks-anti-bias-tool-is-completely-insufficient/
https://venturebeat.com/2021/03/31/ai-experts-warn-facebooks-anti-bias-tool-is-completely-insufficient/
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Applications: Art Generation

See if you can tell artist 
originals from machine 
style imitations at: 
http://turing.deepart.io/ 

Paper: Gatys et al, “Neural ... Style”, arXiv ‘15
Code (torch): https://github.com/jcjohnson/neural-style 

http://turing.deepart.io/
http://arxiv.org/abs/1508.06576
https://github.com/jcjohnson/neural-style


Applications: Text Generation

• Language models can automatically generate text for applications 
such as video games

AI Dungeon, an infinitely 
generated text adventure 

powered by deep learning.
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Pretraining DNNs

• Unsupervised pretraining
• Train on dataset of text to predict next word (classification problem)

• 𝑥 = 𝑤1𝑤2 … 𝑤𝑡 and 𝑦 = 𝑤𝑡+1 (usually 𝑦 is one-hot even if 𝑥 is not)

• Finetune pretrained DNN on downstream task



Pretraining DNNs

• Step 0: Pretrained on a large unlabeled text dataset
• Also called “self-supervised”

• Trained using supervised learning, but labels are predicting data itself

• Step 1: Replace next-word prediction layer with new layer for task

• Step 2: Train new layer or finetune end-to-end
• Can think of last layer of pretrained DNN as a “contextual word embedding”



Pretraining DNNs
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Pretraining DNNs
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Pretraining DNNs
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Basic NLP Pipeline

• Classical approach
• Step 1: Manually construct feature mapping from text to ℝ𝑑

• Step 2: Run supervised learning algorithm in conjunction with feature map

• Deep learning approach
• Step 1: Design neural network architecture that can take text as input

• Step 2: Train neural network end-to-end

• Prompt “engineering” approach
• Step 1: Design prompt (no dataset needed!)

• Step 2: None!



Traditional Finetuning

fromage



Basic Strategy: Instruction Following

fromage



Why does this work?

• Intuition
• These models are pretrained on a huge dataset

• Includes data that solves the task:

“Fromage, which is French for ‘cheese’, …”

• Can we improve instruction following capabilities?



Instruction Tuning

• Problem
• Language models are trained using unsupervised learning

• Generating from these models mimics training data rather than human 
preferences

• Solution
• Step 1: Predict human preferences over possible generations (the reward)

• Step 2: Finetune GPT using reinforcement learning, where it is rewarded for 
generating content preferred by humans



Instruction Tuning

Source: Ouyang et al., Training language models to follow instructions with human feedback.



Instruction Tuning

Source: Ouyang et al., Training language models to follow instructions with human feedback.



Instruction Tuning

Source: Ouyang et al., Training language models to follow instructions with human feedback.



Instruction Tuning

Source: Ouyang et al., Training language models to follow instructions with human feedback.
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Prompts Can be Complex



In-Context Learning/Few-Shot Prompting

Brown et al., Language Models are Few-Shot Learners. NeurIPS  2020.



Chain of Thought Prompting

Wei et al., Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. Arxiv 2022



Retrieval Augmented Generation

Guu et al., REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020



Tool Usage

Schick et al., Toolformer: Language Models Can Teach Themselves to Use Tools. Arxiv 2023



Reasoning + Acting

Yao et al., ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.



Reasoning + Acting

Yao et al., ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.



Prompt Engineering Summary

• Emerging paradigm for building AI systems
• No need for dataset (rely entirely on large-scale)

• Can use data to tune prompts

• Tutorial: https://promptingguide.ai

• Still very primitive, but rapidly evolving
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