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Abstract

In this paper we study a dual version of the Ridge Regression procedure. It allows us to perform non-linear regression by constructing a linear regression function in a high dimensional feature space. The feature space representation can result in a large increase in the number of parameters used by the algorithm. In order to combat this “curse of dimensionality”, the algorithm allows the use of kernel functions, as used in Support Vector methods. We also discuss a powerful family of kernel functions which is constructed using the ANOVA decomposition method from the kernel corresponding to splines with an infinite number of nodes. This paper introduces a regression estimation algorithm which is a combination of these two elements: the dual version of Ridge Regression is applied to the ANOVA enhancement of the infinite-node splines. Experimental results are then presented (based on the Boston Housing data set) which indicate the performance of this algorithm relative to other algorithms.

1 INTRODUCTION

First of all, let us formulate regression estimation problem. Suppose we have a set of vectors \( x_1, \ldots, x_T \), and we also have a supervisor which gives us a real value \( y_t \), for each of the given vectors. Our problem is to construct a learning machine which when given a new set of examples, minimises some measure of discrepancy between its prediction \( \hat{y}_t \) and the value of \( y_t \). The measure of loss which we are using, average square loss \((L)\), is defined by

\[
L = \frac{1}{l} \sum_{t=1}^{l} (y_t - \hat{y}_t)^2,
\]

where \( y_t \) are the supervisor’s answers, \( \hat{y}_t \) are the predicted values, and \( l \) is the number of vectors in the test set.

Least Squares and Ridge Regression are classical statistical algorithms which have been known for a long time. They have been widely used, and recently some papers such as Drucker et al. [2] have used regression in conjunction with a high dimensional feature space. That is the original input vectors are mapped into some feature space, and the algorithms are then used to construct a linear regression function in the feature space, which represents a non-linear regression in the original input space. There is, however, a problem encountered when using these algorithms within a feature space. Very often we have to deal with a very large number of parameters, and this leads to serious computational difficulties that can be impossible to overcome. In order to combat this “curse of dimensionality” problem, we describe a dual version of the Least Squares and Ridge Regression algorithms, which allows the use of kernel functions. This approach is closely related to Vapnik’s kernel method as used in the Support Vector Machine. Kernel functions represent dot products in a feature space, which allows the algorithms to be used in a feature space without having to carry out computations within that space. Kernel functions themselves can take many forms and particular attention is paid to a family of kernel functions which are constructed using ANOVA decomposition (Vapnik [10]; see also Wahba [11, 12]). There are two

\footnote{We will use subscripts to indicate a particular vector (e.g. \( x_t \) is the \( t \)th vector), and superscripts to indicate a particular vector element (e.g \( x^i \) is the \( i \)th element of the vector \( x \)).}
major objectives of this paper:

1. To show how to use kernel functions to overcome the curse of dimensionality in the above mentioned algorithms.

2. To demonstrate how ANOVA decomposition kernels can be constructed, and evaluate their performance compared to polynomial and spline kernels, on a real world data set.

Results from experiments performed on the well known Boston housing data set are then used to show that the Least Squares and Ridge Regression algorithms perform well in comparison with some other algorithms. The results also show that the ANOVA kernels, which only consider a subset of the input parameters, can improve on results obtained on the same kernel function without the ANOVA technique applied. In the next section we present the dual form of Least Squares and Ridge Regression.

2 RIDGE REGRESSION IN DUAL VARIABLES

Before presenting the algorithms in dual variables, the original formulation of Least Squares and Ridge Regression is stated here for clarity.

Suppose we have a training set \((x_1, y_1), \ldots, (x_T, y_T)\), where \(T\) is the number of examples, \(x_t\) are vectors in \(\mathbb{R}^n\) (n is the number of attributes) and \(y_t \in \mathbb{R}\), \(t = 1, \ldots, T\). Our comparison class consists of the linear functions \(y = w \cdot x\), where \(w \in \mathbb{R}^n\).

The Least Squares method recommends computing \(w = w_0\) which minimizes

\[
L_T(w) = \sum_{t=1}^{T} (y_t - w \cdot x_t)^2
\]

and using \(w_0\) for labeling future examples: if a new example has attributes \(x\), the predicted label is \(w_0 \cdot x\).

The Ridge Regression procedure is a slight modification on the least squares method and replaces the objective function \(L_T(w)\) by

\[
a\|w\|^2 + \sum_{t=1}^{T} (y_t - w \cdot x_t)^2,
\]

where \(a\) is a fixed positive constant.

We now derive a “dual version” for Ridge Regression (RR); since we allow \(a = 0\), this includes Least Squares (LS) as a special case. In this derivation we partially follow Vapnik [8]. We start with re-expressing our problem as: minimize the expression

\[
a\|w\|^2 + \sum_{t=1}^{T} \xi_t^2
\]

under the constraints

\[
y_t - w \cdot x_t = \xi_t, \; t = 1, \ldots, T.
\]

Introducing Lagrange multipliers \(\alpha_t, t = 1, \ldots, T\), we can replace our constrained optimization problem by the problem of finding the saddle point of the function

\[
a\|w\|^2 + \sum_{t=1}^{T} \xi_t^2 + \sum_{t=1}^{T} \alpha_t (y_t - w \cdot x_t - \xi_t).
\]

In accordance with the Kuhn—Tucker theorem, there exist values of Lagrange multipliers \(\alpha_t\), for which the minimum of (3) equals the minimum of (1), under constraints (2). To find the optimal \(w\) and \(\xi\), we will do the following: first, minimize (3) in \(w\) and \(\xi\) and then maximize it in \(\alpha\). Notice that for any fixed values of \(\alpha\) the minimum of (3) (in \(w\) and \(\xi\)) is less than or equal to the value of the optimization problem (1)—(2), and equality is attained when \(\alpha = aKT\). By doing this, we will therefore find the solution to our original constrained minimization problem (1)—(2).

Differentiating (3) in \(w\), we obtain the condition

\[
2aw - \sum_{t=1}^{T} \alpha_t x_t = 0,
\]

i.e.,

\[
w = \frac{1}{2a} \sum_{t=1}^{T} \alpha_t x_t.
\]

(Lagrange multipliers are usually interpreted as reflecting the importance of the corresponding constraints, and equation (4) shows that \(w\) is proportional to the linear combination of \(x_t\), each of which is taken with a weight proportional to its importance.) Substituting this into (3), we obtain

\[
\frac{1}{4a} \sum_{s,t=1}^{T} \alpha_s \alpha_t (x_s \cdot x_t) + \sum_{t=1}^{T} \xi_t^2 + \frac{1}{2a} \left( \sum_{t=1}^{T} \alpha_t x_t \right) \cdot \left( - \sum_{t=1}^{T} \alpha_t x_t \right) + \sum_{t=1}^{T} y_t \alpha_t - \sum_{t=1}^{T} \alpha_t \xi_t.
\]
Differentiating (5) in $\xi_t$, we obtain
$$\xi_t = \frac{\alpha_t}{2}, \quad t = 1, \ldots, T$$
(6)

(i.e., the importance of the $t$th constraint is proportional to the corresponding residual); substitution into (5) gives
$$\frac{1}{4a} \sum_{s,t=1}^{T} \alpha_s \alpha_t (x_s \cdot x_t) + \frac{1}{4} \sum_{t=1}^{T} \xi_t^2 + \sum_{i=1}^{T} y_t \alpha_t = \frac{1}{4} \sum_{i=1}^{T} \alpha_t \xi_t.$$

(5)

Denoting $K$ as the $T \times T$ matrix of dot products
$$K_{s,t} = x_s \cdot x_t,$$
and differentiating in $\alpha_t$, we obtain the condition
$$\frac{1}{2a} K \alpha - \frac{1}{2} \alpha + y = 0,$$
which is equivalent to
$$\alpha = 2a(K + aI)^{-1}y.$$

Recalling (4), we obtain that the prediction $y$ given by the Ridge Regression procedure on the new unlabeled example $x$ is
$$w \cdot x = \left(\frac{1}{2a} \sum_{t=1}^{T} \alpha_t x_t \right) \cdot x = \frac{1}{2a} \alpha \cdot k = \gamma'(K + aI)^{-1}k,$$
where $k = (k_1, \ldots, k_T)^T$ is the vector of the dot products:
$$k_t := x_t \cdot x, \quad t = 1, \ldots, T.$$

**Lemma 1** RR’s prediction of the label $y$ of a new unlabeled example $x$ is
$$y'(K + aI)^{-1}k,$$
where $K$ is the matrix of dot products of the vectors $x_1, \ldots, x_T$ in the training set,
$$K_{s,t} = \mathcal{K}(x_s, x_t), \quad s = 1, \ldots, T, \quad t = 1, \ldots, T,$$
k is the vector of dot products of $x$ and the vectors in the training set,
$$k_t := \mathcal{K}(x_t, x), \quad t = 1, \ldots, T,$$
and $\mathcal{K}(x, x') = x \cdot x'$ is simply a function which returns the dot product of the two vectors, $x$ and $x'$.

### 3 Linear Regression in Feature Space

When $\mathcal{K}(x_i, x_j)$ is simply a function which returns the dot product of the given vectors, formula (8) corresponds to performing linear regression within the input space $\mathbb{R}^n$ defined by the examples. If we want to construct a linear regression in some feature space, we first have to choose a mapping from the original space $X$ to a higher dimensional feature space $F$ ($\phi : X \rightarrow F$). In order to use Lemma 1 to construct the regression in the feature space, the function $\mathcal{K}$ must now correspond to the dot product $\phi(x_i) \cdot \phi(x_j)$. It is not necessary to know $\phi(x_i)$ as long as we know $\mathcal{K}(x_i, x_j) = \phi(x_i) \cdot \phi(x_j)$.

The question of which functions $\mathcal{K}$ correspond to a dot product in some feature space $F$ is answered by Mercer’s theorem and addressed by Vapnik [9] in his discussion of support vector methods. As an illustration of the idea, an example of a simple kernel function is presented here. (See Girosi [4].) Suppose there is a mapping function $\phi$ which maps a two-dimensional vector into 6 dimensions:
$$\phi : (x^1, x^2) \mapsto ((x^1)^2, (x^2)^2, \sqrt{2} x^1, \sqrt{2} x^2, \sqrt{2} x^1 x^2, 1),$$
then dot products in $F$ take the form
$$(\phi(x) \cdot \phi(y))$$
$$= (x^1)^2 (y^1)^2 + (x^2)^2 (y^2)^2 + 2 x^1 y^1 + 2 x^1 y^2 x^2 y^2 + 1$$
$$= ((x \cdot y) + 1)^2.$$
4 MULTIPlicative KERNELS

Before indicating how ANOVA decomposition can be used to form kernels, a brief description is needed of the family of kernels to which the ANOVA decomposition can be applied, this being the family of multiplicative kernels. This refers to the set of kernels where the multi-dimensional case is calculated as the product of the one-dimensional case. That is, if the one-dimensional case is \( k(x^i, y^i) \), then the \( n \)-dimensional case is

\[
\mathcal{K}_n(x, y) = \prod_{i=1}^{n} k(x^i, y^i).
\]

One such kernel (to which the ANOVA decomposition is applied here) is the spline kernel with an infinite number of nodes (see Vapnik [8, 10] and Kimeldorf and Wahba [5]). A spline approximation which has an infinite number of nodes can be expressed as

\[
f(x) = \int_0^a a(t)(x-t)^d dt + \sum_{i=0}^{d} a_i x^i,
\]

where \( a_i \), \( i = 0, \ldots, d \), are unknown values, and \( a(t) \) is an unknown function which defines the expansion. This can be considered as an inner product, and the kernel which generates splines of dimension \( d \) with an infinite number of nodes can be expressed as

\[
k_d(x, y) = \int_0^a (x-t)^d(y-t)^d dt + \sum_{r=0}^{d} x^r y^r.
\]

Note that when \( t > \min(x, y) \) the function under the integral sign will have value zero. It is therefore sufficient only to consider the interval \( (0, \min(x, y)) \), which makes the formula above equivalent to

\[
k_d(x, y) = \sum_{r=0}^{d} \frac{d}{2d-r+1} \min(x, y)^{2d-r+1}|x-y|^r
\]

\[+ \sum_{r=0}^{d} x^r y^r.
\]

In particular, for the case of linear splines \( (d = 1) \) we have:

\[
k_1(x, y) = 1 + xy + \frac{1}{2} |y-x| \min(x, y)^2 + \frac{\min(x, y)^3}{3}.
\]

5 ANOVA DECOMPOSITION KERNELS

The ANOVA decomposition kernels are inspired by their namesake in statistics, which analyses different subsets of variables. The actual decomposition can be adapted to form kernels (as in, e.g., Vapnik [10]) which involve different subsets of the attributes of the examples up to a certain size. There are two main reasons for choosing to use ANOVA decomposition. Firstly, the different subsets which are considered may group together like variables, which can lead to greater predictive power. Also, by only considering some subsets of the input parameters, ANOVA decomposition reduces the VC dimension of the set of functions that you are considering, which can avoid overfitting your training data.

Given a one-dimensional kernel \( k \), the ANOVA kernels are defined as follows:

\[
\mathcal{K}_1(x, y) = \sum_{1 \leq k \leq n} k(x^k, y^k),
\]

\[
\mathcal{K}_2(x, y) = \sum_{1 \leq k_1 < k_2 \leq n} k(x^{k_1}, y^{k_1}) k(x^{k_2}, y^{k_2}),
\]

\[
\mathcal{K}_n(x, y) = k(x^{k_1}, y^{k_1}) \cdots k(x^{k_n}, y^{k_n}).
\]

From Vapnik [10] the following recurrent procedure can be used when calculating the value of \( \mathcal{K}_n(x, y) \). Let

\[
\mathcal{K}^*(x, y) = \sum_{i=1}^{n} (k(x^i, y^i))^s
\]

and \( \mathcal{K}_0(x, y) = 1 \); then

\[
\mathcal{K}_p(x, y) = \sum_{1 \leq k_1 < k_2 < \cdots < k_p \leq n} k(x^{k_1}, y^{k_1}) \cdots k(x^{k_p}, y^{k_p}),
\]

\[
\mathcal{K}_p(x, y) = \frac{1}{p} \sum_{s=1}^{p} (-1)^{s+1} \mathcal{K}_{p-s}(x, y) \mathcal{K}^*(x, y).
\]

For the purposes of this paper, when using kernels produced by ANOVA decomposition, only the order \( p \) is considered:

\[
\mathcal{K}(x, y) = \mathcal{K}_p(x, y).
\]

An alternative method of using ANOVA decomposition would be to consider order \( p \) and all lower orders (as in Stitston [7]), i.e.,

\[
\mathcal{K}(x, y) = \sum_{i=1}^{p} \mathcal{K}_i(x, y).
\]
6 EXPERIMENTAL RESULTS

Experiments were conducted on the Boston Housing data set\(^2\). This is a well known data set for testing non-linear regression methods; see, e.g., Breiman [1] and Saunders [6]. The data set consists of 506 cases in which 12 continuous variables and 1 binary variable determine the median house price in a certain area of Boston in thousands of dollars. The continuous variables represent various values pertaining to different locational, economic and structural features of the house. The prices lie between $5000 and $50,000 in units of $1000. Following the method used by Drucker et al. [2], the data set was partitioned into a training set of 401 cases, a validation set of 80 cases and a test set of 25 cases. This partitioning was carried out randomly 100 times, in order to carry out 100 trials on the data. For each trial the Ridge Regression algorithm was applied using:

- a kernel which corresponds to a spline approximation with an infinite number of nodes,
- the same kernel but with the ANOVA decomposition technique applied,
- and polynomial kernels.

For each kernel the set of parameters (the order of spline/degree of polynomial and the value of coefficient \(a\)) was selected which gave the smallest error on the validation set, and then the error on the test set was measured. This experiment was then repeated using a support vector machine (SVM), with the same kernels and exactly the same 100 training files (see Stitson [7] for full details). As an illustration of the number of parameters which were considered by the Ridge Regression Algorithm (and the SVM), consider the polynomial kernel which was outlined earlier, using a degree of 5. This maps the input vectors into a high dimensional feature space which is equivalent to evaluating \(13^5 = 371,293\) different parameters.

The results obtained from the experiments are shown in Table 1. The measure of error used for the tests was the average squared error. For each of the 100 test files, the algorithm was run and the square of the difference between the predicted and actual value was taken. This was then averaged over the 25 test cases. This produces an average error for each of the 100 test files, and an average of these were taken, which produces the final error which is quoted in the 3rd column of the table. The variance measure in the table is the average squared difference, between the squared error measured on each sample and the average squared error.

There are two additional results which should be noted here. One is from Breiman [1] using bagging with average squared error of 11.7, and one from Drucker et al. [2] using Support Vector regression with polynomial kernels with average squared error of 7.2. The result obtained by Drucker et al. is slightly better than the one obtained here using a similar machine; this may be, however, due to the random selection of the training, validation and testing sets.

7 COMPARISONS

In this section we will give a comparison of the results of this paper with the known results.

7.1 SV MACHINES

In this subsection we describe in more detail the connection of the approach of this paper with the Support Vector Machine.

Our optimization problem (minimizing (1) under constraints (2)) is essentially a special case of the following general optimization problem: minimize the expression

\[
\frac{1}{2}||w||^2 + \frac{C}{k} \left( \sum_{t=1}^{T} (\xi^*_t)^k + \sum_{t=1}^{T} (\xi_t)^k \right)
\]

under the constraints

\[
y_t - w \cdot x_t \leq \epsilon + \xi^*_t, \quad t = 1, \ldots, T, \tag{10}
\]

\[
w \cdot x_t - y_t \leq \epsilon + \xi_t, \quad t = 1, \ldots, T; \tag{11}
\]

\(\epsilon > 0\) and \(k \in \{1, 2\}\) are some constants. This optimization problem (along with a similar problem corresponding to Huber’s loss function) is considered in Vapnik [10], Chapter 11 (Vapnik, however, considers more general regression functions of the form \(w \cdot x + b\) rather than \(w \cdot x\); the difference is minor because we can always add an extra attribute which is always 1 to all examples).

Our problem (1)–(2) corresponds to the problem (9)–(11) with \(k = 2, \epsilon = 0\) and \(C = 1/a\). Vapnik [10] gives a dual statement of his, and a fortiori our, problem; he does not reach, however, the closed-form expression (8)\(^2\).

\(^2\)Available by anonymous FTP from:
Table 1: Experimental Results on the Boston Housing Data

<table>
<thead>
<tr>
<th>METHOD</th>
<th>KERNEL</th>
<th>SQUARED ERROR</th>
<th>VARIANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge Regression</td>
<td>Polynomial</td>
<td>10.44</td>
<td>18.34</td>
</tr>
<tr>
<td>Ridge Regression</td>
<td>Splines</td>
<td>8.51</td>
<td>11.19</td>
</tr>
<tr>
<td>Ridge Regression</td>
<td>ANOVA Splines</td>
<td>7.69</td>
<td>8.27</td>
</tr>
<tr>
<td>SVM</td>
<td>Splines</td>
<td>7.87</td>
<td>12.67</td>
</tr>
<tr>
<td>SVM</td>
<td>Anova Splines</td>
<td>7.72</td>
<td>9.44</td>
</tr>
</tbody>
</table>

(because he was mainly interested in positive values of \( \epsilon \)).

As we mentioned before, our derivation of formula (8) follows [8]. The dual Ridge Regression is also known in traditional statistics, but statisticians usually use some clever matrix manipulations rather than the Lagrange method. Our derivation (modelled on Vapnik’s) gives some extra insight: see, e.g., equations (4) and (6). For an excellent survey of connections between Support Vector Machine and the work done in statistics we refer the reader to Wahba [11, 12] and Girosi [4].

7.2 KRIGING

Formula (8) is well known in the theory of Kriging; in this subsection we will explain the connection for readers who are familiar with Kriging. Consider the Bayesian setting where:

- the vector \( w \) of weights is distributed according to the normal distribution with mean 0 and covariance matrix \( \frac{1}{2a} I \);
- \( y_t = w \cdot x_t + \epsilon_t, t = 1, \ldots, T \), where \( \epsilon_t \) are random variables distributed normally with mean 0 and variance \( \frac{1}{2} \).

Then the optimization problem (1) under the constraints (2) becomes the problem of finding the posterior mode (which, because of our normality assumption, coincides with the posterior mean) of \( w \); therefore, formula (8) gives the mean value of the random variable \( w \cdot x \) (which is the “clean version” of the label \( y = w \cdot x + \epsilon \) of the next example). Notice that the random variables \( y_1, \ldots, y_T, w \cdot x \) are jointly normal and the covariances between them are

\[
\text{cov}(y_s, y_t) = \text{cov}(w \cdot x_s + \epsilon_s, w \cdot x_t + \epsilon_t) = \frac{1}{2a} (x_s \cdot x_t) + \frac{1}{2}
\]

and

\[
\text{cov}(y_t, w \cdot x) = \text{cov}(w \cdot x_t + \epsilon_t, w \cdot x) = \frac{1}{2a} (x_t \cdot x).
\]

In accordance with the Kriging formula the best prediction for \( w \cdot x \) will be

\[
y'(\frac{1}{2a} K + \frac{1}{2} I)^{-1} (\frac{1}{2a} k) = y'(K + aI)^{-1} k,
\]

which coincides with (8).

8 CONCLUSIONS

A formula for Ridge Regression (which included Least Squares as a special case) in dual variables was derived using the method of Lagrange multipliers. This was then used to perform linear regression in a feature space. Therefore, we once more showed how the problem of learning in a very high dimensional space can be solved by using kernel functions. This allowed the algorithm to overcome the “curse of dimensionality” and run efficiently, even though a very large number of parameters were being considered. Experimental results show that Ridge Regression performs well. The results also indicate that applying ANOVA decomposition to a kernel can achieve better results than using the same kernel without the technique applied. Both Ridge Regression and the Support Vector method gave a smaller error when using ANOVA splines compared to the other spline kernel.

A weak part of our experimental section is that, though the Boston housing data is a useful benchmark, we have not applied our algorithm to a wider range of practical problems. This is what we plan to do next.

In order to confirm that ANOVA kernels can outperform kernels in their original form, the ANOVA decomposition technique should be applied to other multiplicative kernels. The technique of applying kernel functions to overcome problems of high dimensionality should also be investigated further, to see if it can be applied to any other algorithms which prove computationally difficult or impossible when faced with a large number of parameters.
We feel that a very interesting direction of developing the results of this paper would be to combine the dual version of Ridge Regression with the ideas of Gammerman et al. [3] to obtain a measure of confidence for predictions output by our algorithms. We expect that in this case simple closed-form formulas can be obtained.
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