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 Standardized Tests as an AI Challenge

In New York State, the longest period of daylight
occurs during which month?
  (A) June
  (B) March
  (C) December
  (D) September

New Zealand
shortest night

Premise:  a system that “understands” this 
phenomenon can correctly answer many variations!
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Which physical structure would best help a bear to
survive a winter in New York State?
    (A) big ears (B) black nose (C) thick fur (D) brown eyes

Build AI systems that demonstrate human-like intelligence by 
passing standardized science exams as written



 Semi-Structured Inference

▪ Structured, Multi-Step Reasoning
▪ science knowledge in small,

manageable, swappable pieces:
regions, hemispheres, solstice

▪ Goal: overcome brittleness

✔ principled approach, explainable answers
✔ robust to variations

In New York State, the longest period of daylight
occurs during which month?
  (A) June
  (B) March
  (C) December
  (D) September

New Zealand
shortest night
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How can we achieve this?
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 Knowledge as Relational Tables
Unstructured

e.g., free form text
from books, web

easy to acquire,
difficult to reason with

Structured

e.g., probabilistic first-order
logic rules, ontologies

“easy” to reason with,
difficult to acquire

Relational Tables
with free form text

collections of recurring,
related, science concepts
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Energy, Forces,
Adaptation,
Phase Transition,
Organ Function,
Tools, Units,
Evolution, …

Simple structure, flexible content
▪ Can acquire knowledge in automated and semi-automated ways



 TableILP Solver
A discrete constrained optimization approach to QA for multiple-choice questions
▪ for each given question and candidate answers, we automatically generate a corresponding 

ILP objective and a set of constraints. 
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ILP model 
builder

Question Q with
answer options A

Knowledge
Tables T

ILP
engine

 

M(T,Q,A)

Alignment 
component

Word and short-phrase
level entailment / similarity

M(T,Q,A)
Optimization using
Integer Linear Prog.
formalism



 TableILP: Main Idea
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Search for the best Support Graph connecting
the Question to an Answer through Tables.

Potential Link:

Regions and
Hemispheres

How is relevant information expressed in my KB?

Cities,
States,

Countries
Orbital Events:

Geographical properties
& Timing
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Search for the best Support Graph connecting
the Question to an Answer through Tables.

Link this information

to identify the best

supported answer!
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Search for the best Support Graph connecting
the Question to an Answer through Tables.

Link this information

to identify the best

supported answer!



 ILP Model
Operates on lexical units of alignment

▪ cells + headers of tables T
▪ question chunks Q
▪ answer options A

~50 high level constraints + preferences

Variables define the space of “support graphs” connecting Q, A, T
▪ Which nodes + edges between lexical units are active?

Objective Function: “better” support graphs = higher objective value
▪ Reward active units, high lexical match links, column header match, …
▪ WH-term boost (which form of energy), science-term boost (evaporation)
▪ Penalize spurious overuse of frequently occurring terms
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 ILP Model: Constraints
Dual goal: scalability, consider only meaningful support graphs

▪ Structural Constraints
▪ Meaningful proof structures

▪ connectedness, question coverage, appropriate table use
▪ parallel evidence => identical multi-row activity signature

▪ Simplicity appropriate for 4th / 8th grade

▪ Semantic Constraints
▪ Chaining => table joins between semantically similar column pairs
▪ Relation matching (ruler measures length, change from water to liquid)

▪ Table Relevance Ranking
▪ TF-IDF scoring to identify top N relevant tables
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Evaluation
▪ 4th Grade NY Regents Science Exam

▪ Focus on non-diagram multiple-choice (4-way)
▪ 129 questions in completely unseen Test set

▪ 6 years of exams;  95% C.I. = 9%

▪ Score: 1 point per question (1/k for k-way tie including correct answer)

▪ Baselines: 
▪ IR Solver: Information Retrieval using Lucene search

▪ Using 280 GB of plain text (50B tokens) “waterloo” corpus [AAAI, 2015]
▪ IR Solver(tables): Using same tables as TableILP 

▪ PMI Solver: Statistical correlation using pointwise mutual info.
▪ Using 280 GB of plain text (50B tokens) “waterloo” corpus [AAAI, 2015] 

▪ MLN: Markov Logic Network, a structured prediction model 
▪ Using rules from 80K sentences [EMNLP, 2015]
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 Results: Same Knowledge

TableILP is substantially better 
than IR & MLN, when given 
knowledge derived from the 
same, domain-targeted sources
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QA as Global Reasoning over Semantic Abstractions
Khashabi et al
(AAAI 2018)

13

Question Instance

 Question 

Paragraph

Answer

(Irrelevant edges and 
graphs are dropped for 

simplicity)



 Assessing Brittleness: Question Perturbation
How robust are approaches to simple question perturbations
that would typically make the question easier for a human?

▪ E.g., Replace incorrect answers with arbitrary co-occurring terms
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In New York State, the longest period of daylight
occurs during which month?
  (A) June
  (B) March
  (C) December
  (D) September

New Zealand
shortest night



Adversarial Distracting for Evaluation

Jia and Liang, EMNLP’17
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Perturbation for recent BERT-based systems
Krunal’s demo at http://dickens.seas.upenn.edu:4004
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http://dickens.seas.upenn.edu:4004
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