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Reading Comprehension

• Given a document, the model must answer questions 
regarding contents

• New datasets allow for evaluation of RC models
- CNN/Daily Mail (Hermann et al., 2015)
- TriviaQA (Joshi et al., 2017)
- SQuAD (Rajpurkar et al., 2016)

• A single sentence suffices to answer most questions
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Multi-hop Reading Comprehension

• Requires evidence from 
multiple paragraphs to 
answer questions

• Previous datasets 
contained relational 
queries as questions

• HotpotQA, meanwhile, 
contains diverse natural 
language questions
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Previous Work: Talmor and Berant (2018)

• Proposed decomposing questions into smaller parts, 
and computed final answer from sequence of answers

• Key differences from present approach

Talmor and Berant (2018) Min et al. (2019)

Decomposed questions that 
corresponded to relational queries

Answer natural language questions

Built distant supervision data for 
training their model

Training requires only 400 
decomposition examples

Select decomposition method 
based solely on question

Perform several decompositions 
and select answer by rescoring
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Examples of Previous Work
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Proposed Model: DecompRC

• Decomposes question into smaller sub-questions 
based on span prediction and several reasoning types

• Employs a single-hop RC model to provide answer 
for each sub-question, and combines answers 
according to specific reasoning type

• Decomposition scorer reranks all decompositions 
and returns answer from top decomposition
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Example
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Question Decomposition

• 3 reasoning types: bridging, intersection, and comparison
• Decompose question according to reasoning types



Decomposition Algorithm

• Train model Pointerc to map 
question to c points using only 
400 annotations

• Let  be an n-word 
sequence in input

• Encode  using BERT
• Select c indices that yield highest 

joint probability 

S = [s1, . . . , sn]

S

ind1, . . . , indc = argmax
i1≤...≤ic

c

∏
j=1

ℙ(ij = indj)



11

Single-hop Reading Comprehension

• BERT reading comprehension model (trained using SQuAD)

• Input: sub-question and  paragraphs 
• Output: answer and evidence in the form of paragraph
• Possible values of answer are span, yes, or no

• For each paragraph , compute four scores for each answer

, where

 is the BERT encoding of the sub-question appended with ,

 is a parameter matrix, and  is max-pooling across input

N S1, . . . , SN

Si

[yspan
i ; yyes

i ; yno
i ; ynone

i ] = max(Ui)W1

Ui Si

W1 max
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Decomposition Scorer

• Scores all decompositions and outputs answer and 
evidence according to highest ranking decomposition

• Let  denote a concatenation of the original question, 
the reasoning type , and  and 

• Encode  using BERT to obtain matrix 

• Calculate score as , where 
 is a trainable parameter matrix

x
t answert evidencet

x Ut
pt = sigmoid(WT

2 max(Ut))
W2
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Experimental Setup

• HotpotQA dataset, comprised of Wikipedia articles
• Evaluate DecompRC using two different settings: 

distractor (contains question and 10 paragraphs) and 
full-wiki (contains only question)

• Training set consists of easy (single-hop) and medium 
and hard (multi-hop) questions

• Dev and test set consist of only hard questions
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Results

Model Dist F1 Open F1

DecompRC 69.63 40.65

Cognitive Graph - 48.87

BERT Plus 69.76 -

MultiQA - 40.23

DFGN+BERT 68.49 -

QFE 68.06 38.06

GRN 66.71 36.48

BiDAF 59.02 32.89

Model Distractor setting Full wiki setting

All Bridge Comp Single Multi All Bridge Comp Single Multi

DecompRC 70.57 72.53 62.78 84.31 58.74 43.26 40.30 55.04 52.11 35.64

BERT 67.08 69.41 57.81 82.98 53.38 38.40 34.77 52.85 46.14 31.74

BiDAF 58.28 59.09 55.05 - - 34.36 30.42 50.70 - -

Test set

Dev set
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Evaluating Robustness

• Modified distractor paragraphs to 
observe how much performance 
would worsen

• Rewrote original questions so that 
correct answer was inverted
- E.g. if original question is “Who 

was born earlier, Emma Bull or 
Virginia Woolf?”, new question is 
“Who was born later?” 

Model F1

DecompRC 70.57 —> 59.07

BERT 67.08 —> 44.68

Model Orig F1 Inv F1 Joint F1

DecompRC 67.80 65.78 55.80

BERT 54.65 32.49 19.27
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Ablation Studies

• Compared span-based and 
human-written sub-questions

• Compared decomposition 
decision method based on 
scorer with oracle that 
provides an upper bound

Sub-questions F1

Span (Pointerc trained on 200) 65.44

Span (Pointerc trained on 400) 69.44

Span (human) 70.41

Free-form (human) 70.76

Decomposition decision method F1

Decomposition scorer (DecompRC) 70.57

Oracle 76.75
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Shortcomings/Limitations

• Cannot decompose questions that require implicit 
multi-hop reasoning

• Answer may not be explicitly found within the text
• Incapable of other reasoning types such as counting
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Conclusions and Further Work

• Approaching sub-question generation as a span 
prediction problem reduces the number of 
annotations necessary for training

• Decomposition scorer allows for comparison of the 
effectiveness of different decompositions

• Provides “reasons” in the form of sub-questions
• Future work can address other reasoning types, as 

well as experiment with unanswerable questions


