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TECHNIQUES FOR RECTIFICATION OF 
CAMERA ARRAYS 

BACKGROUND 

0001. In the field of image acquisition and processing, the 
use of more than one camera to capture images of a scene may 
enable the implementation of techniques for disparity and 
depth estimation, view interpolation, and three-dimensional 
reconstruction, for example. Such techniques may require 
determination of inter-image correspondences between pixel 
locations in images captured by the multiple cameras. In 
conventional two-camera or trinocular systems, image recti 
fication is sometimes employed in order to simplify the deter 
mination of inter-image pixel location correspondences. 
Image rectification involves transforming one or more images 
Such that for a particular pixel in a rectified first image cap 
tured by a first camera, a search for a corresponding pixel in 
a corresponding rectified second image captured by a second 
camera may be confined to a same pixel row or same pixel 
column of the rectified second image as that in which it 
appears in the rectified first image. 
0002 Although conventional techniques exist for rectifi 
cation of images captured by Stereo camera arrangements, no 
Such techniques exist for rectification of images captured by 
camera arrays such as, for example, two-dimensional camera 
arrays. As such, techniques for rectification of images in 
camera arrays may be desirable. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0003 FIG. 1 illustrates one embodiment of an apparatus 
and one embodiment of a first system. 
0004 FIG. 2A illustrates one embodiment of a two-di 
mensional camera array. 
0005 FIG.2B illustrates one embodiment of a linear cam 
era array. 
0006 FIG. 3 illustrates one embodiment of a rotation 
matrix. 
0007 FIG. 4 illustrates one embodiment of a logic flow. 
0008 FIG. 5 illustrates one embodiment of a second sys 
tem 

0009 FIG. 6 illustrates one embodiment of a third system. 
0010 FIG. 7 illustrates one embodiment of a device. 

DETAILED DESCRIPTION 

0011 Various embodiments may be generally directed to 
techniques for rectification of camera arrays. In one embodi 
ment, for example, an apparatus may comprise a processor 
circuit and an imaging management module, and the imaging 
management module may be operable on the processor cir 
cuit to determine a composite rotation matrix for a camera 
array comprising a plurality of cameras, determine a compos 
ite intrinsic parameter matrix for the camera array, and com 
pute one or more rectification maps for the camera array 
based on the composite rotation matrix and the composite 
intrinsic parameter matrix, each of the one or more rectifica 
tion maps corresponding to one of the plurality of cameras. 
Other embodiments are described and claimed. 
0012 Various embodiments may comprise one or more 
elements. An element may comprise any structure arranged to 
perform certain operations. Each element may be imple 
mented as hardware, software, or any combination thereof, as 
desired for a given set of design parameters or performance 
constraints. Although an embodiment may be described with 
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a limited number of elements in a certain topology by way of 
example, the embodiment may include more or less elements 
in alternate topologies as desired for a given implementation. 
It is worthy to note that any reference to “one embodiment” or 
“an embodiment’ means that a particular feature, structure, or 
characteristic described in connection with the embodiment 
is included in at least one embodiment. The appearances of 
the phrases “in one embodiment.” “in some embodiments.” 
and “in various embodiments' in various places in the speci 
fication are not necessarily all referring to the same embodi 
ment. 

0013 FIG. 1 illustrates a block diagram of an apparatus 
100. As shown in FIG. 1, apparatus 100 comprises multiple 
elements including a processor circuit 102, a memory unit 
104, and an imaging management module 106. The embodi 
ments, however, are not limited to the type, number, or 
arrangement of elements shown in this figure. 
0014. In various embodiments, apparatus 100 may com 
prise processor circuit 102. Processor circuit 102 may be 
implemented using any processor or logic device, such as a 
complex instruction set computer (CISC) microprocessor, a 
reduced instruction set computing (RISC) microprocessor, a 
very long instruction word (VLIW) microprocessor, an x86 
instruction set compatible processor, a processor implement 
ing a combination of instruction sets, a multi-core processor 
Such as a dual-core processor or dual-core mobile processor, 
or any other microprocessor or central processing unit (CPU). 
Processor circuit 102 may also be implemented as a dedicated 
processor, such as a controller, a microcontroller, an embed 
ded processor, a chip multiprocessor (CMP), a co-processor, 
a digital signal processor (DSP), a network processor, a media 
processor, an input/output (I/O) processor, a media access 
control (MAC) processor, a radio baseband processor, an 
application specific integrated circuit (ASIC), a field pro 
grammable gate array (FPGA), a programmable logic device 
(PLD), and so forth. In one embodiment, for example, pro 
cessor circuit 102 may be implemented as a general purpose 
processor, such as a processor made by Intel(R) Corporation, 
Santa Clara, Calif. The embodiments are not limited in this 
COInteXt. 

0015. In some embodiments, apparatus 100 may comprise 
or be arranged to communicatively couple with a memory 
unit 104. Memory unit 104 may be implemented using any 
machine-readable or computer-readable media capable of 
storing data, including both volatile and non-volatile 
memory. For example, memory unit 104 may include read 
only memory (ROM), random-access memory (RAM), 
dynamic RAM (DRAM), Double-Data-Rate DRAM 
(DDRAM), synchronous DRAM (SDRAM), static RAM 
(SRAM), programmable ROM (PROM), erasable program 
mable ROM (EPROM), electrically erasable programmable 
ROM (EEPROM), flash memory, polymer memory such as 
ferroelectric polymer memory, ovonic memory, phase change 
or ferroelectric memory, silicon-oxide-nitride-oxide-silicon 
(SONOS) memory, magnetic or optical cards, or any other 
type of media suitable for storing information. It is worthy of 
note that some portion or all of memory unit 104 may be 
included on the same integrated circuit as processor circuit 
102, or alternatively some portion or all of memory unit 104 
may be disposed on an integrated circuit or other medium, for 
example a hard disk drive, that is external to the integrated 
circuit of processor circuit 102. Although memory unit 104 is 
comprised within apparatus 100 in FIG. 1, memory unit 104 
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may be external to apparatus 100 in some embodiments. The 
embodiments are not limited in this context. 
0016. In various embodiments, apparatus 100 may com 
prise an imaging management module 106. Imaging manage 
ment module 106 may comprise logic, algorithms, and/or 
instructions operative to capture, process, edit, compress, 
store, print, and/or display one or more images. In some 
embodiments, imaging management module 106 may com 
prise programming routines, functions, and/or processes 
implemented as Software within an imaging application or 
operating system. In various other embodiments, imaging 
management module 106 may be implemented as a standal 
one chip or integrated circuit, or as circuitry comprised within 
processor circuit 102 or within a graphics chip or other inte 
grated circuit or chip. The embodiments are not limited in this 
respect. 
0017 FIG. 1 also illustrates a block diagram of a system 
140. System 140 may comprise any of the aforementioned 
elements of apparatus 100. System 140 may further comprise 
a display 142. Display 142 may comprise any display device 
capable of displaying information received from processor 
circuit 102. Examples for display 142 may include a televi 
Sion, a monitor, a projector, and a computer screen. In one 
embodiment, for example, display 142 may be implemented 
by a liquid crystal display (LCD), light emitting diode (LED) 
or other type of suitable visual interface. Display 142 may 
comprise, for example, a touch-sensitive color display screen. 
In various implementations, display 142 may comprise one or 
more thin-film transistors (TFT) LCD including embedded 
transistors. In various embodiments, display 142 may be 
arranged to display a graphical user interface operable to 
directly or indirectly control imaging management module 
106. For example, in some embodiments, display 142 may be 
arranged to display a graphical user interface generated by an 
imaging application implementing imaging management 
module 106. In such embodiments, the graphical user inter 
face may enable operation of imaging management module 
106 to capture, process, edit, compress, Store, print, and/or 
display one or more images. The embodiments, however, are 
not limited to these examples. 
0018. In some embodiments, apparatus 100 and/or system 
140 may be configurable to communicatively couple with a 
camera array150. Camera array 150 may comprise a plurality 
of cameras 150-m. It is worthy of note that “n” and similar 
designators as used herein are intended to be variables repre 
senting any positive integer. Thus, for example, if an imple 
mentation sets a value for n=4, then a complete set of cameras 
150-n may include cameras 150-1, 150-2, 150-3, and 150-4. 
It is worthy of note that although camera array 150 is illus 
trated as being external to apparatus 100 and system 140 in 
FIG. 1, in some embodiments, camera array 150 may be 
comprised within apparatus 100 and/or system 140. The 
embodiments are not limited in this context. 

0019. In various embodiments, camera array 150 may 
comprise a planar camera array. A planar camera array may 
comprise a camera array in which the optical centers of the 
cameras therein are situated in or approximately situated 
in a common plane in three-dimensional space. 
0020. In some embodiments, camera array 150 may com 
prise a planar rectilinear camera array. A planar rectilinear 
camera array may comprise a planar camera array in which 
the optical centers of the cameras therein are situated in-or 
approximately situated in a common plane in three-dimen 
sional space, and lie on-or lie approximately on-one or 
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more lines defining one or more rows and/or columns within 
the two-dimensional space of the common plane. 
0021. In various embodiments, the optical centers of cam 
eras within a planar rectilinear camera array may be arranged 
in or approximately arranged in multiple rows and col 
umns within their common plane. Hereinafter, a planar rec 
tilinear camera array comprising multiple rows and columns 
within its commonplane shall be referred to as a “two-dimen 
sional (2D) camera array. It is worthy of note that because 
the optical centers of the cameras within a planar rectilinear 
camera array may be situated approximately on but not 
necessarily precisely on the common plane, the actual 
arrangement of optical centers inaparticular 2D camera array 
may be three-dimensional. It is also worthy of note that a 
particular camera array in which all optical centers reside 
exactly on a common plane does not constitute a 2D camera 
array—as defined herein if its optical centers do not lie on 
or approximately on lines defining multiple rows and col 
umns within that common plane. 
0022. An example of a 2D camera array is illustrated in 
FIG. 2A. As shown in FIG. 2A, a plurality of optical centers 
202-v corresponding to a plurality of cameras (not shown) are 
approximately situated in common plane 200, and approxi 
mately lie on lines 204-x defining rows R1, R2, and R3 and 
columns C1, C2, and C3 within common plane 200. For 
example, the optical centers 202-1, 202-4, and 202-7 all lie 
approximately on line 204-4 defining column C1, and thus 
may be said to reside in column C1, and the optical centers 
202-7, 202-8, and 202-9 all lie approximately on line 204-3 
defining row R3, and thus may be said to reside in row R3. The 
embodiments are not limited to these examples. It is worthy of 
note that although nine optical centers arranged in three rows 
and three columns are featured in the example 2D camera 
array of FIG. 2A, 2D camera arrays comprising lesser or 
greater numbers of cameras and corresponding optical cen 
ters, rows, and columns are both possible and contemplated, 
and the embodiments are not limited in this context. 
0023. Some camera arrays 150 may comprise a plurality 
of cameras 150-narranged such that their optical centers all 
lie or approximately lie on a single line in three-dimensional 
space. Hereinafter, a camera array 150 featuring Such an 
arrangement shall be referred to as a “linear camera array. It 
is worthy of note that since the optical centers in a linear 
camera array approximately lie on a single line, they must 
also approximately lie on a common plane. As such, linear 
camera array may be regarded as a planar rectilinear camera 
array comprising only a single row or column defined by the 
single line on which the cameras therein approximately 
reside. It is also worthy of note that because the optical centers 
of the cameras within a linear camera array may lie approxi 
mately on but not necessarily exactly on a single line, the 
actual arrangement of optical centers in a particular linear 
camera array may be two-dimensional or three-dimensional. 
0024. An example of a linear camera array is illustrated in 
FIG. 2B. As shown in FIG. 2B, the optical centers 222-1, 
222-2, and 222-3 approximately lie on line 224, and thus an 
arrangement of cameras (not shown) comprising the optical 
centers 222-1, 222-2, and 222-3 may comprise a linear cam 
era array. As also illustrated in FIG. 2B, the line 224 lies 
within the common plane 220, and since each of the optical 
centers 222-1, 222-2, and 222-3 approximately lies on the 
line 224, each of the optical centers 222-1, 222-2, and 222-3 
is approximately situated in the common plane 220. As such, 
an arrangement of cameras comprising the optical centers 
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222-1, 222-2, and 222-3 in FIG. 2B may also be regarded as 
a planar rectilinear camera array comprising only the single 
row R defined by the line 224. The embodiments are not 
limited to this example. It is worthy of note that although three 
optical centers are featured in the example linear camera array 
of FIG. 2B, linear camera arrays comprising greater numbers 
of cameras and corresponding optical centers are both pos 
sible and contemplated, and the embodiments are not limited 
in this context. 
0025. Returning to FIG. 1, in general operation, apparatus 
100 and/or system 140 may be operative to perform image 
rectification for camera array 150. Performing image rectifi 
cation for camera array 150 may comprise transforming one 
or more images 152-q captured by one or more cameras 150-m 
to obtain a set of one or more rectified images 154-rin which 
corresponding pixels of rectified images 154-r for cameras 
150-m residing in the same row of the camera array 150 will 
reside in the same pixel row, and corresponding pixels of 
rectified images 154-rfor cameras 150-m residing in the same 
column of the camera array 150 will reside in the same pixel 
column. Image rectification may simplify the process of 
determining inter-image pixel location correspondences, by 
enabling searches for corresponding pixels to be confined 
within pixel rows and/or columns. The embodiments are not 
limited in this context. 
0026. In some embodiments, imaging management mod 
ule 106 may comprise calibration component 108. Calibra 
tion component 108 may comprise logic, circuitry, algo 
rithms, or instructions operative to determine a plurality of 
intrinsic and/or extrinsic parameters of the plurality of cam 
eras 150-m in camera array 150. These intrinsic and/or extrin 
sic parameters may describe properties of each of the plural 
ity of cameras 150-n. The embodiments are not limited in this 
COInteXt. 

0027. In various embodiments, calibration component 
108 may be operative to generate a plurality of rotation matri 
ces 122-i for the plurality of cameras 150-m in camera array 
150. In some such embodiments, calibration component 108 
may be operative to generate a rotation matrix 122-i for each 
camera 150-m in camera array150. Each rotation matrix 122-i 
may indicate a relative rotation of an orientation of a particu 
lar camera 150-n with respect to an arbitrary direction of a 
reference coordinate system. The orientation of any particular 
camera 150-n may denote a direction towards which that 
camera 150-m is pointed, aimed, targeted, or otherwise faces. 
More particularly, the orientation of any particular camera 
150-n may be defined as the direction defined by a line 
extending from the optical center of the camera 150-n to the 
primary point on the focal plane of the camera 150-n. In 
various embodiments, calibration component 108 may be 
operative to store the plurality of rotation matrices 122-i in 
memory unit 104. 
0028. An example of a determination of a rotation matrix 
Such as may be comprised by a rotation matrix 122-i is illus 
trated in FIG. 3. As shown in FIG. 3, a reference coordinate 
system is defined that comprises X, y, and Z directions. A focal 
length 302 comprises a line segment extending from the 
optical center 304 of a camera 300 to the image plane 306 of 
the camera 300. The focal length 302 is perpendicular to the 
image plane 306, and intersects the image plane 306 at the 
primary point 308. The orientation 310 of the camera 300 is 
defined as the direction represented by the extension of the 
focal length 302 from the optical center 304 to and past the 
primary point 308. In this example, an arbitrarily selected 
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reference direction 312 is selected that comprises the Z direc 
tion of the reference coordinate system. The angle 0 com 
prises the relative rotation 314 of the orientation 310 of the 
camera 300 with respect to the reference direction 312 of the 
reference coordinate system. A rotation matrix 316 for the 
camera 300 indicates the relative rotation 314 by expressing 
the orientation 310 in the form of a matrix of unit vectors 
describing the orientation 310 according to the reference 
coordinate system. In the example of FIG. 3, the rotation 
matrix. 316 for the camera 300 is in the form: 

Rs 16-fo.O.O.'. 

(0029 where O, O, and O. comprise the unit vector coef 
ficients representing the X, y, and Z components of the orien 
tation 310 according to the reference coordinate system, T 
represents the vector transpose operation, and R represents 
the rotation matrix.316 for the camera 300. The embodiments 
are not limited to this example. 
0030. In some embodiments, calibration component 108 
may be operative to generate a plurality of intrinsic parameter 
matrices 124-i for the plurality of cameras 150-m in camera 
array 150. In various such embodiments, calibration compo 
nent 108 may be operative to determine an intrinsic parameter 
matrix 124-i for each camera 150-m in camera array 150. In 
Some embodiments, each intrinsic parameter matrix 124-j 
may comprise one or more parameters describing intrinsic 
properties of a corresponding camera 150-m. In various 
embodiments, intrinsic properties described by parameters in 
intrinsic parameter matrices 124-i may include focal lengths, 
principal points, and skews of one or more cameras 150-m. In 
some embodiments, calibration component 108 may be 
operative to store the plurality of intrinsic parameter matrices 
124-jin memory unit 104. In various embodiments, calibra 
tion component 108 may be operative to generate the plurality 
of intrinsic parameter matrices 124-i for the plurality of cam 
eras 150-m in camera array 150 prior to generating the plural 
ity of rotation matrices 122-i for the plurality of cameras 
150-m in camera array 150. In some such embodiments, cali 
bration component 108 may then be operative to generate the 
plurality of rotation matrices 122-i using the plurality of 
intrinsic parameter matrices 124-j. In an example embodi 
ment, calibration component 108 may be operative to gener 
ate a plurality of intrinsic parameter matrices 124.j compris 
ing focal lengths and principal points of cameras 150-n, and 
then to generate a plurality of rotation matrices 122-i for 
cameras 150-in using those focal lengths and principal points. 
The embodiments are not limited to this example. 
0031. In various embodiments, calibration component 
108 may be operative to generate a plurality of translation 
vectors 126-k for the plurality of cameras 150-m in camera 
array150. In some such embodiments, calibration component 
108 may be operative to determine a translation vector 126-k 
for each camera 150-m in camera array 150. In various 
embodiments, each translation vector 126-k may comprise a 
difference between the coordinates of the optical center of a 
particular camera 150-n according to a reference coordinate 
system and the coordinates of an arbitrary point within the 
reference coordinate system. In some Such embodiments, the 
origin of the coordinate axes in the reference coordinate sys 
tem may be selected as the arbitrary point, and thus each 
translation vector 126-k may comprise the coordinates of the 
optical center of a particular camera 150-n according to the 
reference coordinate system. In various embodiments, the 
optical center of a particular reference camera 150-n may be 
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selected as the origin of the reference coordinate system and 
as the arbitrary point therein, and thus each translation vector 
126-k may indicate the location of the optical center of a 
camera 150-in with respect to the optical center of the refer 
ence camera 150-m. In some embodiments, calibration com 
ponent 108 may be operative to store the plurality of transla 
tion vectors 126-kin memory unit 104. The embodiments are 
not limited in this context. 
0032. In various embodiments, imaging management 
module 106 may comprise determination component 110. 
Determination component 110 may comprise logic, circuitry, 
algorithms, or instructions operative to determine a compos 
ite rotation matrix 132 for camera array150. In some embodi 
ments, determination component 110 may be operative to 
determine a composite orientation for camera array 150 based 
on the plurality of translation vectors 126-k generated by 
calibration component 108 for the plurality of cameras 150-m 
in camera array150. The plurality of translation vectors 126-k 
may comprise—or be operative to determine—a plurality of 
reference coordinates indicating the locations of a plurality of 
optical centers according to the reference coordinate system, 
and each of the optical centers may correspond to a particular 
one of the plurality of cameras 150-n. In various such embodi 
ments, determination component 110 may be operative to 
determine a composite rotation matrix 132 for camera array 
150 based on a difference between the composite orientation 
of camera array 150 in the reference coordinate system and a 
reference direction in the reference coordinate system. 
0033. In some embodiments, camera array 150 may com 
prise a 2D camera array, and determination component 110 
may be operative to fit a plane to the optical centers of the 
plurality of cameras 150-n within camera array 150 based on 
the reference coordinates of those optical centers according to 
the reference coordinate system. Hereinafter, this plane will 
be referred to as the “array plane.” In various embodiments, 
determination component 110 may be operative to determine 
the reference coordinates of the optical centers of the plurality 
of cameras 150-m based on the plurality of translation vectors 
126-k. In an example embodiment, determination component 
110 may be operative to determine, for each optical center, 
reference coordinates in the form (x, y, Z) that describe the 
location of that optical center according to a reference coor 
dinate system comprising x, y, and Z dimensions. Determina 
tion component 110 may then be operative to determine an 
array plane defined by parameters a, b, and c. More particu 
larly, determination component 110 may be operative to 
determine an array plane defined by the equation: 

0034 where x,y and Z represent coordinates in the x,y and 
Z dimensions of the reference coordinate system, and a, b, and 
c are constants. In various embodiments, in order to deter 
mine the values of a, b, and c, determination component 110 
may be operative to perform least square error minimization 
according to the equation: 

0035 wherex, y, and Z, represent the coordinates of the ith 
optical center according to the reference coordinate system 
and E represents the Sum of the squares of the distances 
between each optical center and a plane defined by the param 
eters a, b, and c. In some embodiments, determination com 
ponent 110 may be operative to determine the parameters a, b, 
and c by Solving a system of linear equations in the variables 
a, b, and c obtained by setting the partial derivative of E with 
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respect to each of a, b, and c equal to Zero. The embodiments 
are not limited to this example. In various embodiments, after 
determining the array plane, determination component 110 
may be operative to define the composite orientation of the 
camera array 150 as a direction in the reference coordinate 
system that is perpendicular to the array plane. The embodi 
ments are not limited in this context. 
0036. In some embodiments in which camera array 150 
comprises a 2D camera array, determination component 110 
may be operative to fit one or more lines within the array plane 
to the plurality of optical centers of cameras 150-n and to 
define an array coordinate system based on the one or more 
lines and on the composite orientation of the camera array 
150. In various embodiments, each of the one or more lines 
may be either parallel to or perpendicular to each other line 
among the one or more lines. In some embodiments, deter 
mination component 110 may be operative to fit a set of lines 
to the rows of optical centers in camera array 150, the set of 
lines defined by the equation: 

0037 where m represents a slope in X and y dimensions 
within the array plane, the slope common to each of the set of 
lines, d, represents a displacement of the ith line in the y 
dimension, N, represents the number of rows in the camera 
array 150, andy, represents a coordinate value in they dimen 
Sion. In various embodiments, determination component 110 
may be operative to perform least square error minimization 
to determine the values of mand d ... dy. The embodiments 
are not limited in this context. 

0038. In some other embodiments, instead of fitting lines 
to rows of optical centers of cameras 150-n within camera 
array 150, determination component 110 may be operative to 
fit lines to columns of optical centers of cameras 150-n within 
camera array 150. In yet other embodiments, determination 
component 110 may be operative both to fit lines to rows of 
optical centers and to fit lines to columns of optical centers of 
cameras 150-n within camera array 150. In various such 
embodiments, determination component 110 may be opera 
tive to fit lines to rows and columns independently, determine 
least square errors associated with both fits, and use the value 
of m determined by the fit that exhibits the smaller least 
square error. 
0039. In some embodiments, determination component 
110 may be operative to define an array coordinate system 
based on the determined values of a, b, c, and m. In various 
embodiments, determination component 110 may be opera 
tive to define an array coordinate system comprising a coor 
dinate dimension perpendicular to the array plane and two 
perpendicular coordinate dimensions in the array plane 
defined by unit vectors: 

0040. In some embodiments, camera array 150 may com 
prise a linear camera array, and determination component 110 
may be operative to fit a line to a plurality of optical centers of 
the cameras 150-n within camera array 150 based on the 
reference coordinates of those optical centers according to the 
reference coordinate system. In various embodiments, deter 
mination component 110 may be operative to fit a line to the 
plurality of optical centers using least square error minimiza 
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tion. In some embodiments, determination component may 
define an array coordinate system comprising a coordinate 
dimension defined by the line and two coordinate dimensions 
perpendicular to the line and to each other. In various embodi 
ments, one of the two coordinate dimensions may comprise a 
Z dimension of the reference coordinate system. The embodi 
ments are not limited in this context. 

0041. In some embodiments, determination component 
110 may be operative to determine a composite rotation 
matrix for the camera array 150 based on a difference 
between the composite orientation of the camera array 150 
and a reference direction in the reference coordinate system. 
In various Such embodiments, the reference direction may 
comprise a Z direction in the reference coordinate system. In 
Some embodiments, determination component 110 may be 
operative to determine the composite rotation matrix Such 
that when a direction expressed in terms of unit dimensional 
vectors of the reference coordinate system is multiplied by the 
composite rotation matrix, the result will be a vector identi 
fying the direction interms of the array coordinate system and 
relative to the composite orientation of the camera array 150. 
The embodiments are not limited in this context. 

0042. In various embodiments, determination component 
110 may be operative to determine a composite intrinsic 
parameter matrix 134 for camera array 150. In some embodi 
ments, determination component 110 may be operative to 
determine a composite intrinsic parameter matrix 134 for 
camera array 150 based on a plurality of intrinsic parameter 
matrices 124-i generated by calibration component 108 for 
the plurality of cameras 150-m in camera array 150. In various 
Such embodiments, determination component 110 may be 
operative to determine a composite intrinsic parameter matrix 
134 for camera array 150 by computing an average of the 
intrinsic parameter matrices 124-i for each camera 150-m in 
camera array 150. In an example embodiment, determination 
component 110 may be operative to determine a composite 
intrinsic parameter matrix 134 for camera array 150 accord 
ing to the equation: 

0043 where N represents then number of cameras 150-m 
in camera array 150, K, represents the intrinsic parameter 
matrix 124-ji corresponding to the ith camera in camera array 
150, and K represents the composite intrinsic parameter 
matrix 134 for camera array 150. The embodiments are not 
limited in this context. 

0044. In various embodiments, imaging management 
module 106 may comprise mapping component 112. Map 
ping component 112 may comprise logic, circuitry, algo 
rithms, or instructions operative to generate one or more 
rectification maps 113-p. In some embodiments, mapping 
component 112 may be operative to generate one rectification 
map 113-p for each camera 150-in within camera array150. In 
other embodiments, mapping component 112 may be opera 
tive to generate a number of rectification maps 113-p that is 
less than the number of cameras 150-n within camera array 
150. In an example embodiment, mapping component 112 
may be operative to define a particular reference camera 
150-n for which rectification is not required, and may not 
generate a rectification map 113-p for that reference camera 
150-m. In various embodiments, mapping component 112 
may be operative to pre-calculate and store the one or more 
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rectification maps 113-p in memory unit 104 following a 
calibration of camera array 150. The embodiments are not 
limited in this context. 
0045. In some embodiments, each rectification map 113-p 
may comprise logic, information, data, or instructions usable 
to determine coordinates in an original image 152-q captured 
by a particular camera 150-in that correspond to pixels in a 
rectified image corresponding to the original image 152-q. In 
various embodiments, mapping component 112 may be 
operative to generate the one or more rectification maps 113-p 
according to the homography given by: 

m, fuv1. 

0046 where K represents the composite intrinsic param 
eter matrix, R represents the composite rotation matrix, K, 
represents the intrinsic parameter matrix of the ith camera, R, 
represents the rotation matrix of the ith camera, m, represents 
the homogenous coordinates of pixels on the ith camera's 
image plane, and m," and m," represent the homogenous 
coordinates before and after rectification, respectively. The 
embodiments are not limited in this context. 
0047. In some embodiments, apparatus 100 and/or system 
140 may be operative to receive a plurality of images 152-g 
for rectification. The plurality of images 152-q may be 
received from the plurality of cameras 150-n and may com 
prise images captured by the plurality of cameras 150-m. In 
various embodiments, each of the plurality of images 152-g 
may comprise an image captured by a corresponding camera 
150-m in camera array 150. In some such embodiments, the 
plurality of images 152-q may comprise a number of images 
equal to the number of cameras 150-m in camera array 150 and 
captured substantially simultaneously by the plurality of 
cameras 150-m in camera array150. The embodiments are not 
limited in this context. 
0048. In various embodiments, imaging management 
module 106 may comprise rectification component 114. Rec 
tification component 114 may be operative to retrieve one or 
more rectification maps 113-p from memory unit 104 and 
rectify the plurality of images 152-q using the one or more 
rectification maps 113-p. In some embodiments, in order to 
populate any particular pixel of a rectified version of a par 
ticular image 152-q captured by a camera 150-n, rectification 
component 114 may be operative to determine coordinates in 
the original image the correspond to the particular pixel in the 
rectified image using the rectification map 113-p for that 
camera 150-m. In various embodiments, rectification compo 
nent 114 may be operative to interpolate pixel values of two or 
more pixels in a particular image 152-q to determine a pixel 
value for a pixel in a rectified version of the image 152-q. In 
Some such embodiments, rectification component 114 may 
be operative to select the two or more pixels in the particular 
image 152-q based on coordinates in the original image deter 
mined using the rectification map 113-p for the camera 150-m 
that captured the particular image 152-q. The embodiments 
are not limited in this context. 
0049. In various embodiments, a camera array 150 may be 
simulated by moving a single camera to different spatial 
locations corresponding to the locations of the nominal cam 
eras 150-m in the planar rectilinear grid of the simulated 
camera array 150, capturing images from each of the different 
spatial locations, and rectifying the captured images. In some 
Such embodiments, since the moving camera will merely 
undergo a linear translation when moving within the planar 
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rectilinear grid, the individual rotation matrix corresponding 
to each spatial location of the moving camera will be the 
same. As such, a single rotation matrix 124-j may be deter 
mined and used for the moving camera. In various embodi 
ments, determining the single rotation matrix 124-i for the 
moving camera may comprise capturing images 152-q of a 
defined calibration pattern from different locations within the 
planar rectilinear grid and determining the single rotation 
matrix 124-i based on error measurements for the captured 
images 152-q with respect to the known calibration pattern. In 
Some embodiments, the calibration pattern may comprise a 
chessboard pattern. In various embodiments, the focal plane 
of the moving camera may be aligned with the planar recti 
linear grid along which the moving camera moves. In some 
embodiments, an iterative procedure may be used to deter 
mine a deviation of an orientation of the moving camera with 
respect to the direction perpendicular to the planar rectilinear 
grid and to rotate the moving camera such that its orientation 
is perpendicular to the planar rectilinear grid. The embodi 
ments are not limited in this context. 

0050. Operations for the above embodiments may be fur 
ther described with reference to the following figures and 
accompanying examples. Some of the figures may include a 
logic flow. Although Such figures presented herein may 
include a particular logic flow, it can be appreciated that the 
logic flow merely provides an example of how the general 
functionality as described herein can be implemented. Fur 
ther, the given logic flow does not necessarily have to be 
executed in the order presented unless otherwise indicated. In 
addition, the given logic flow may be implemented by a 
hardware element, a software element executed by a proces 
Sor, or any combination thereof. The embodiments are not 
limited in this context. 

0051 FIG. 4 illustrates one embodiment of a logic flow 
400, which may be representative of the operations executed 
by one or more embodiments described herein. As shown in 
logic flow 400, a composite rotation matrix for a camera array 
may be determined at 402. For example, determination com 
ponent 110 of FIG. 1 may determine composite rotation 
matrix 134 for camera array 150. At 404, a composite intrinsic 
parameter matrix for a camera array may be determined. For 
example, determination component 110 of FIG.1 may deter 
mine composite intrinsic parameter matrix 132 for camera 
array 150. At 406, individual rotation matrices for the cam 
eras in the camera array may be determined. For example, 
determination component 110 of FIG.1 may determine indi 
vidual rotation matrices 124-i for cameras 150-m in camera 
array 150. At 408, individual intrinsic parameter matrices for 
the cameras in the camera array may be determined. For 
example, determination component 110 of FIG.1 may deter 
mine individual intrinsic parameter matrices 122-i for cam 
eras 150-m in camera array 150. At 410, rectification maps 
may be computed for the cameras in the camera array. For 
example, mapping component 112 of FIG. 1 may compute 
rectification maps 113-p for the cameras 150-m in camera 
array 150 based on composite rotation matrix 134, composite 
intrinsic parameter matrix 132, individual rotation matrices 
124-j, and intrinsic parameter matrices 122-i. At 412, images 
captured by the cameras may be rectified using the rectifica 
tion maps. For example, rectification component 114 of FIG. 
1 may rectify images 152-q captured by cameras 150-in using 
rectification maps 113-p. The embodiments are not limited to 
these examples. 
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0052 FIG. 5 illustrates one embodiment of a system 500. 
In various embodiments, system 500 may be representative of 
a system or architecture suitable for use with one or more 
embodiments described herein, such as apparatus 100 and/or 
system 140 of FIG. 1 and/or logic flow 400 of FIG. 4. The 
embodiments are not limited in this respect. 
0053 As shown in FIG. 5, system 500 may include mul 
tiple elements. One or more elements may be implemented 
using one or more circuits, components, registers, processors, 
Software Subroutines, modules, or any combination thereof, 
as desired for a given set of design or performance con 
straints. Although FIG. 5 shows a limited number of elements 
in a certain topology by way of example, it can be appreciated 
that more or less elements in any suitable topology may be 
used in system 500 as desired for a given implementation. The 
embodiments are not limited in this context. 
0054. In various embodiments, system 500 may include a 
processor circuit 502. Processor circuit 502 may be imple 
mented using any processor or logic device, and may be the 
same as or similar to processor circuit 102 of FIG. 1. 
0055. In one embodiment, system 500 may include a 
memory unit 504 to couple to processor circuit 502. Memory 
unit 504 may be coupled to processor circuit 502 via commu 
nications bus 543, or by a dedicated communications bus 
between processor circuit 502 and memory unit 504, as 
desired for a given implementation. Memory unit 504 may be 
implemented using any machine-readable or computer-read 
able media capable of storing data, including both volatile 
and non-volatile memory, and may be the same as or similar 
to memory unit 104 of FIG. 1. In some embodiments, the 
machine-readable or computer-readable medium may 
include a non-transitory medium. The embodiments are not 
limited in this context. 
0056. In various embodiments, system 500 may include a 
transceiver 544. Transceiver 544 may include one or more 
radios capable of transmitting and receiving signals using 
various Suitable wireless communications techniques. Such 
techniques may involve communications across one or more 
wireless networks. Exemplary wireless networks include (but 
are not limited to) wireless local area networks (WLANs). 
wireless personal area networks (WPANs), wireless metro 
politan area network (WMANs), cellular networks, and sat 
ellite networks. In communicating across Such networks, 
transceiver 544 may operate in accordance with one or more 
applicable standards in any version. The embodiments are not 
limited in this context. 
0057. In various embodiments, system 500 may include a 
display 545. Display 545 may constitute any display device 
capable of displaying information received from processor 
circuit 502, and may be the same as or similar to display 142 
of FIG. 1. 
0058. In various embodiments, system 500 may include 
storage 546. Storage 546 may be implemented as a non 
Volatile storage device Such as, but not limited to, a magnetic 
disk drive, optical disk drive, tape drive, an internal storage 
device, an attached storage device, flash memory, battery 
backed-up SDRAM (synchronous DRAM), and/or a network 
accessible storage device. In embodiments, storage 546 may 
include technology to increase the storage performance 
enhanced protection for valuable digital media when multiple 
hard drives are included, for example. Further examples of 
storage 546 may include a hard disk, floppy disk, Compact 
Disk Read Only Memory (CD-ROM), Compact Disk 
Recordable (CD-R), Compact Disk Rewriteable (CD-RW), 
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optical disk, magnetic media, magneto-optical media, remov 
able memory cards or disks, various types of DVD devices, a 
tape device, a cassette device, or the like. The embodiments 
are not limited in this context. 
0059. In various embodiments, system 500 may include 
one or more I/O adapters 547. Examples of I/O adapters 547 
may include Universal Serial Bus (USB) ports/adapters, 
IEEE 1394 Firewireports/adapters, and so forth. The embodi 
ments are not limited in this context. 
0060 FIG. 6 illustrates an embodiment of a system 600. In 
various embodiments, system 600 may be representative of a 
system or architecture suitable for use with one or more 
embodiments described herein, such as apparatus 100 and/or 
system 140 of FIG.1, logic flow 400 of FIG.4, and/or system 
500 of FIG. 5. The embodiments are not limited in this 
respect. 
0061. As shown in FIG. 6, system 600 may include mul 

tiple elements. One or more elements may be implemented 
using one or more circuits, components, registers, processors, 
Software Subroutines, modules, or any combination thereof, 
as desired for a given set of design or performance con 
straints. Although FIG. 6 shows a limited number of elements 
in a certain topology by way of example, it can be appreciated 
that more or less elements in any suitable topology may be 
used in system 600 as desired for a given implementation. The 
embodiments are not limited in this context. 
0062. In embodiments, system 600 may be a media system 
although system 600 is not limited to this context. For 
example, system 600 may be incorporated into a personal 
computer (PC), laptop computer, ultra-laptop computer, tab 
let, touchpad, portable computer, handheld computer, palm 
top computer, personal digital assistant (PDA), cellular tele 
phone, combination cellular telephone/PDA, television, 
Smart device (e.g., Smartphone, Smart tablet or Smart televi 
sion), mobile internet device (MID), messaging device, data 
communication device, and so forth. 
0063. In embodiments, system 600 includes a platform 
601 coupled to a display 645. Platform 601 may receive 
content from a content device such as content services device 
(s) 648 or content delivery device(s) 649 or other similar 
content sources. A navigation controller 650 including one or 
more navigation features may be used to interact with, for 
example, platform 601 and/or display 645. Each of these 
components is described in more detail below. 
0064. In embodiments, platform 601 may include any 
combination of a processor circuit 602, chipset 603, memory 
unit 604, transceiver 644, storage 646, applications 651, and/ 
or graphics subsystem 652. Chipset 603 may provide inter 
communication among processor circuit 602, memory unit 
604, transceiver 644, storage 646, applications 651, and/or 
graphics subsystem 652. For example, chipset 603 may 
include a storage adapter (not depicted) capable of providing 
intercommunication with storage 646. 
0065 Processor circuit 602 may be implemented using 
any processor or logic device, and may be the same as or 
similar to processor circuit 502 in FIG. 5. 
0066 Memory unit 604 may be implemented using any 
machine-readable or computer-readable media capable of 
storing data, and may be the same as or similar to memory unit 
SO4 in FIG.S. 

0067 Transceiver 644 may include one or more radios 
capable of transmitting and receiving signals using various 
Suitable wireless communications techniques, and may be the 
same as or similar to transceiver 544 in FIG. 5. 
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0068 Display 645 may include any television type moni 
tor or display, and may be the same as or similar to display545 
in FIG. 5. 
0069 Storage 646 may be implemented as a non-volatile 
storage device, and may be the same as or similar to storage 
546 in FIG. 5. 
0070 Graphics subsystem 652 may perform processing of 
images such as still or video for display. Graphics Subsystem 
652 may be a graphics processing unit (GPU) or a visual 
processing unit (VPU), for example. An analog or digital 
interface may be used to communicatively couple graphics 
subsystem 652 and display 645. For example, the interface 
may be any of a High-Definition Multimedia Interface, Dis 
playPort, wireless HDMI, and/or wireless HD compliant 
techniques. Graphics subsystem 652 could be integrated into 
processor circuit 602 or chipset 603. Graphics subsystem 652 
could be a stand-alone card communicatively coupled to 
chipset 603. 
0071. The graphics and/or video processing techniques 
described herein may be implemented in various hardware 
architectures. For example, graphics and/or video function 
ality may be integrated within a chipset. Alternatively, a dis 
crete graphics and/or video processor may be used. As still 
another embodiment, the graphics and/or video functions 
may be implemented by a general purpose processor, includ 
ing a multi-core processor. In a further embodiment, the func 
tions may be implemented in a consumer electronics device. 
0072. In embodiments, content services device(s) 648 
may be hosted by any national, international and/or indepen 
dent service and thus accessible to platform 601 via the Inter 
net, for example. Content services device(s) 648 may be 
coupled to platform 601 and/or to display 645. Platform 601 
and/or content services device(s) 648 may be coupled to a 
network 653 to communicate (e.g., send and/or receive) 
media information to and from network 653. Content delivery 
device(s) 649 also may be coupled to platform 601 and/or to 
display 645. 
0073. In embodiments, content services device(s) 648 
may include a cable television box, personal computer, net 
work, telephone, Internet enabled devices or appliance 
capable of delivering digital information and/or content, and 
any other similar device capable of unidirectionally or bidi 
rectionally communicating content between content provid 
ers and platform 601 and/display 645, via network 653 or 
directly. It will be appreciated that the content may be com 
municated unidirectionally and/orbidirectionally to and from 
any one of the components in System 600 and a content 
provider via network 653. Examples of content may include 
any media information including, for example, video, music, 
medical and gaming information, and so forth. 
0074 Content services device(s) 648 receives content 
Such as cable television programming including media infor 
mation, digital information, and/or other content. Examples 
of content providers may include any cable or satellite tele 
vision or radio or Internet content providers. The provided 
examples are not meant to limit embodiments of the inven 
tion. 
0075. In embodiments, platform 601 may receive control 
signals from navigation controller 650 having one or more 
navigation features. The navigation features of navigation 
controller 650 may be used to interact with a user interface 
654, for example. In embodiments, navigation controller 650 
may be a pointing device that may be a computer hardware 
component (specifically human interface device) that allows 
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a user to input spatial (e.g., continuous and multi-dimen 
sional) data into a computer. Many systems such as graphical 
user interfaces (GUI), and televisions and monitors allow the 
user to control and provide data to the computer or television 
using physical gestures. 
0076 Movements of the navigation features of navigation 
controller 650 may be echoed on a display (e.g., display 645) 
by movements of a pointer, cursor, focus ring, or other visual 
indicators displayed on the display. For example, under the 
control of software applications 651, the navigation features 
located on navigation controller 650 may be mapped to vir 
tual navigation features displayed on user interface 654. In 
embodiments, navigation controller 650 may not be a sepa 
rate component but integrated into platform 601 and/or dis 
play 645. Embodiments, however, are not limited to the ele 
ments or in the context shown or described herein. 

0077. In embodiments, drivers (not shown) may include 
technology to enable users to instantly turn on and off plat 
form 601 like a television with the touch of a button after 
initial boot-up, when enabled, for example. Program logic 
may allow platform 601 to stream content to media adaptors 
or other content services device(s) 648 or content delivery 
device(s) 649 when the platform is turned “off” In addition, 
chip set 603 may include hardware and/or software support 
for 5.1 surround sound audio and/or high definition 7.1 sur 
round Sound audio, for example. Drivers may include a 
graphics driver for integrated graphics platforms. In embodi 
ments, the graphics driver may include a peripheral compo 
nent interconnect (PCI) Express graphics card. 
0078. In various embodiments, any one or more of the 
components shown in system 600 may be integrated. For 
example, platform 601 and content services device(s) 648 
may be integrated, or platform 601 and content delivery 
device(s) 649 may be integrated, or platform 601, content 
services device(s) 648, and content delivery device(s) 649 
may be integrated, for example. In various embodiments, 
platform 601 and display 645 may be an integrated unit. 
Display 645 and content service device(s) 648 may be inte 
grated, or display 645 and content delivery device(s) 649 may 
be integrated, for example. These examples are not meant to 
limit the invention. 

0079. In various embodiments, system 600 may be imple 
mented as a wireless system, a wired system, or a combina 
tion of both. When implemented as a wireless system, system 
600 may include components and interfaces suitable for com 
municating over a wireless shared media, Such as one or more 
antennas, transmitters, receivers, transceivers, amplifiers, fil 
ters, control logic, and so forth. An example of wireless 
shared media may include portions of a wireless spectrum, 
such as the RF spectrum and so forth. When implemented as 
a wired system, system 600 may include components and 
interfaces Suitable for communicating over wired communi 
cations media, Such as I/O adapters, physical connectors to 
connect the I/O adapter with a corresponding wired commu 
nications medium, a network interface card (NIC), disc con 
troller, video controller, audio controller, and so forth. 
Examples of wired communications media may include a 
wire, cable, metal leads, printed circuit board (PCB), back 
plane, Switch fabric, semiconductor material, twisted-pair 
wire, co-axial cable, fiber optics, and so forth. 
0080 Platform 601 may establish one or more logical or 
physical channels to communicate information. The informa 
tion may include media information and control information. 
Media information may refer to any data representing content 
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meant for a user. Examples of content may include, for 
example, data from a voice conversation, videoconference, 
streaming video, electronic mail ("email’) message, Voice 
mail message, alphanumeric Symbols, graphics, image, 
Video, text and so forth. Data from a voice conversation may 
be, for example, speech information, silence periods, back 
ground noise, comfort noise, tones and so forth. Control 
information may refer to any data representing commands, 
instructions or control words meant for an automated system. 
For example, control information may be used to route media 
information through a system, or instruct a node to process 
the media information in a predetermined manner. The 
embodiments, however, are not limited to the elements or in 
the context shown or described in FIG. 6. 

I0081. As described above, system 600 may be embodied 
in varying physical styles or form factors. FIG. 7 illustrates 
embodiments of a small form factor device 700 in which 
system 600 may be embodied. In embodiments, for example, 
device 700 may be implemented as a mobile computing 
device having wireless capabilities. A mobile computing 
device may refer to any device having a processing system 
and a mobile power Source or Supply, Such as one or more 
batteries, for example. 
I0082. As described above, examples of a mobile comput 
ing device may include a personal computer (PC), laptop 
computer, ultra-laptop computer, tablet, touch pad, portable 
computer, handheld computer, palmtop computer, personal 
digital assistant (PDA), cellular telephone, combination cel 
lular telephone/PDA, television, smart device (e.g., smart 
phone, Smart tablet or smart television), mobile internet 
device (MID), messaging device, data communication 
device, and so forth. 
I0083. Examples of a mobile computing device also may 
include computers that are arranged to be worn by a person, 
Such as a wrist computer, finger computer, ring computer, 
eyeglass computer, belt-clip computer, arm-band computer, 
shoe computers, clothing computers, and other wearable 
computers. In embodiments, for example, a mobile comput 
ing device may be implemented as a Smartphone capable of 
executing computer applications, as well as Voice communi 
cations and/or data communications. Although some embodi 
ments may be described with a mobile computing device 
implemented as a Smartphone by way of example, it may be 
appreciated that other embodiments may be implemented 
using other wireless mobile computing devices as well. The 
embodiments are not limited in this context. 

I0084. As shown in FIG. 7, device 700 may include a dis 
play 745, a navigation controller 750, a user interface 754, a 
housing 755, an I/O device 756, and an antenna 757. Display 
745 may include any suitable display unit for displaying 
information appropriate for a mobile computing device, and 
may be the same as or similar to display 645 in FIG. 6. 
Navigation controller 750 may include one or more naviga 
tion features which may be used to interact with user interface 
754, and may be the same as or similar to navigation control 
ler 650 in FIG. 6. I/O device 756 may include any suitable I/O 
device for entering information into a mobile computing 
device. Examples for I/O device 756 may include an alpha 
numeric keyboard, a numeric keypad, a touchpad, input keys, 
buttons, Switches, rocker Switches, microphones, speakers, 
Voice recognition device and Software, and so forth. Informa 
tion also may be entered into device 700 by way of micro 



US 2014/0160246 A1 

phone. Such information may be digitized by a Voice recog 
nition device. The embodiments are not limited in this 
COInteXt. 

0085 Various embodiments may be implemented using 
hardware elements, software elements, or a combination of 
both. Examples of hardware elements may include proces 
sors, microprocessors, circuits, circuit elements (e.g., transis 
tors, resistors, capacitors, inductors, and so forth), integrated 
circuits, application specific integrated circuits (ASIC), pro 
grammable logic devices (PLD), digital signal processors 
(DSP), field programmable gate array (FPGA), logic gates, 
registers, semiconductor device, chips, microchips, chip sets, 
and so forth. Examples of software may include software 
components, programs, applications, computer programs, 
application programs, System programs, machine programs, 
operating system Software, middleware, firmware, Software 
modules, routines, Subroutines, functions, methods, proce 
dures, Software interfaces, application program interfaces 
(API), instruction sets, computing code, computer code, code 
segments, computer code segments, words, values, symbols, 
or any combination thereof. Determining whetheran embodi 
ment is implemented using hardware elements and/or soft 
ware elements may vary in accordance with any number of 
factors, such as desired computational rate, power levels, heat 
tolerances, processing cycle budget, input data rates, output 
data rates, memory resources, data bus speeds and other 
design or performance constraints. 
I0086 One or more aspects of at least one embodiment 
may be implemented by representative instructions stored on 
a machine-readable medium which represents various logic 
within the processor, which when read by a machine causes 
the machine to fabricate logic to perform the techniques 
described herein. Such representations, known as “IP cores' 
may be stored on a tangible, machine readable medium and 
Supplied to various customers or manufacturing facilities to 
load into the fabrication machines that actually make the logic 
or processor. Some embodiments may be implemented, for 
example, using a machine-readable medium or article which 
may store an instruction or a set of instructions that, if 
executed by a machine, may cause the machine to perform a 
method and/or operations in accordance with the embodi 
ments. Such a machine may include, for example, any Suit 
able processing platform, computing platform, computing 
device, processing device, computing system, processing 
system, computer, processor, or the like, and may be imple 
mented using any suitable combination of hardware and/or 
software. The machine-readable medium or article may 
include, for example, any suitable type of memory unit, 
memory device, memory article, memory medium, storage 
device, storage article, storage medium and/or storage unit, 
for example, memory, removable or non-removable media, 
erasable or non-erasable media, writeable or re-writeable 
media, digital or analog media, hard disk, floppy disk, Com 
pact Disk Read Only Memory (CD-ROM), Compact Disk 
Recordable (CD-R), Compact Disk Rewriteable (CD-RW), 
optical disk, magnetic media, magneto-optical media, remov 
able memory cards or disks, various types of Digital Versatile 
Disk (DVD), a tape, a cassette, or the like. The instructions 
may include any suitable type of code, Such as source code, 
compiled code, interpreted code, executable code, static 
code, dynamic code, encrypted code, and the like, imple 
mented using any suitable high-level, low-level, object-ori 
ented, visual, compiled and/or interpreted programming lan 
gllage. 
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I0087. The following examples pertain to further embodi 
ments: 

I0088 At least one machine-readable medium may com 
prise a plurality of instructions that, in response to being 
executed on a computing device, cause the computing device 
to determine a composite rotation matrix for a camera array 
comprising a plurality of cameras, determine a composite 
intrinsic parameter matrix for the camera array, and compute 
one or more rectification maps for the camera array based on 
the composite rotation matrix and the composite intrinsic 
parameter matrix, each of the one or more rectification maps 
corresponding to one of the plurality of cameras. 
I0089. Such at least one machine-readable medium may 
comprise instructions that, in response to being executed on 
the computing device, cause the computing device to deter 
mine a composite orientation of the camera array according to 
a reference coordinate system based on a plurality of refer 
ence coordinates indicating the locations of a plurality of 
optical centers according to the reference coordinate system, 
each of the plurality of optical centers corresponding to a 
particular one of the plurality of cameras, and determine the 
composite rotation matrix for the camera array based on a 
difference between the composite orientation and a reference 
direction in the reference coordinate system. 
0090. With respect to such at least one machine-readable 
medium, the camera array may comprise a two-dimensional 
(2D) camera array, and determining the composite orientation 
of the camera array may comprise fitting a plane to the plu 
rality of optical centers based on the plurality of reference 
coordinates and defining the composite orientation of the 
camera array as a direction in the reference coordinate system 
that is perpendicular to the plane. 
0091 Such at least one machine-readable medium may 
comprise instructions that, in response to being executed on 
the computing device, cause the computing device to fit one 
or more lines to the plurality of optical centers, each of the one 
or more lines located in the plane and either parallel to or 
perpendicular to each other line among the one or more lines, 
and define an array coordinate system based on the one or 
more lines and the composite orientation of the camera array. 
0092. With respect to such at least one machine-readable 
medium, the camera array may comprise a linear camera 
array, and determining the composite orientation of the cam 
era array may comprise fitting a line to the plurality of optical 
centers based on the plurality of reference coordinates and 
defining the composite orientation of the camera array as a 
direction in the reference coordinate system that is perpen 
dicular to the line. 

0093 Such at least one machine-readable medium may 
comprise instructions that, in response to being executed on 
the computing device, cause the computing device to deter 
mine an individual rotation matrix and an individual intrinsic 
parameter matrix for each of the plurality of cameras. 
0094. Such at least one machine-readable medium may 
comprise instructions that, in response to being executed on 
the computing device, cause the computing device to com 
pute a rectification map corresponding to one of the plurality 
of cameras based on the composite rotation matrix and the 
composite intrinsic parameter matrix and on an individual 
rotation matrix and an individual intrinsic parameter matrix 
for the one of the plurality of cameras. 
0.095 Such at least one machine-readable medium may 
comprise instructions that, in response to being executed on 
the computing device, cause the computing device to deter 
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mine the composite intrinsic parameter matrix by determin 
ing an average of the individual intrinsic parameter matrices 
for each of the plurality of cameras. 
0096 Such at least one machine-readable medium may 
comprise instructions that, in response to being executed on 
the computing device, cause the computing device to generate 
a rectified image by rectifying an original image captured by 
one of the plurality of cameras using a rectification map 
corresponding to the one of the plurality of cameras. 
0097. Such at least one machine-readable medium may 
comprise instructions that, in response to being executed on 
the computing device, cause the computing device to deter 
mine coordinates in the original image that correspond to a 
pixel in the rectified image and determine a pixel value for the 
pixel in the rectified image by interpolating pixel values of 
two or more pixels in the original image, the two or more 
pixels selected based on the determined coordinates. 
0098. An apparatus may comprise a processor circuit and 
an imaging management module operative on the processor 
circuit to determine a composite rotation matrix for a camera 
array comprising a plurality of cameras, determine a compos 
ite intrinsic parameter matrix for the camera array, and com 
pute one or more rectification maps for the camera array 
based on the composite rotation matrix and the composite 
intrinsic parameter matrix, each of the one or more rectifica 
tion maps corresponding to one of the plurality of cameras. 
0099. With respect to such an apparatus, the imaging man 
agement module may be operative on the processor circuit to 
determine a composite orientation of the camera array 
according to a reference coordinate system based on a plural 
ity of reference coordinates indicating the locations of a plu 
rality of optical centers according to the reference coordinate 
system, each of the plurality of optical centers corresponding 
to a particular one of the plurality of cameras, and determine 
the composite rotation matrix for the camera array based on a 
difference between the composite orientation and a reference 
direction in the reference coordinate system. 
0100. With respect to such an apparatus, the camera array 
may comprise a two-dimensional (2D) camera array, and the 
imaging management module may be operative on the pro 
cessor circuit to fit a plane to the plurality of optical centers 
based on the plurality of reference coordinates and define the 
composite orientation of the camera array as a direction in the 
reference coordinate system that is perpendicular to the plane. 
0101. With respect to Such an apparatus, the imaging man 
agement module may be operative on the processor circuit to 
fit one or more lines to the plurality of optical centers, each of 
the one or more lines located in the plane and either parallel to 
or perpendicular to each other line among the one or more 
lines, and define an array coordinate system based on the one 
or more lines and the composite orientation of the camera 
array. 
0102. With respect to such an apparatus, the camera array 
may comprise a linear camera array, and the imaging man 
agement module may be operative on the processor circuit to 
fit a line to the plurality of optical centers based on the plu 
rality of reference coordinates and define the composite ori 
entation of the camera array as a direction in the reference 
coordinate system that is perpendicular to the line. 
0103 With respect to Such an apparatus, the imaging man 
agement module may be operative on the processor circuit to 
determine an individual rotation matrix and an individual 
intrinsic parameter matrix for each of the plurality of cam 
CaS. 
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0104. With respect to Such an apparatus, the imaging man 
agement module may be operative on the processor circuit to 
compute a rectification map corresponding to one of the plu 
rality of cameras based on the composite rotation matrix and 
the composite intrinsic parameter matrix and on an individual 
rotation matrix and an individual intrinsic parameter matrix 
for the one of the plurality of cameras. 
0105. With respect to such an apparatus, the imaging man 
agement module may be operative on the processor circuit to 
determine the composite intrinsic parameter matrix by deter 
mining an average of the individual intrinsic parameter matri 
ces for each of the plurality of cameras. 
0106 With respect to Such an apparatus, the imaging man 
agement module may be operative on the processor circuit to 
generate a rectified image by rectifying an original image 
captured by one of the plurality of cameras using a rectifica 
tion map corresponding to the one of the plurality of cameras. 
0107. With respect to such an apparatus, the imaging man 
agement module may be operative on the processor circuit to 
determine coordinates in the original image that correspond 
to a pixel in the rectified image and determine apixel value for 
the pixel in the rectified image by interpolating pixel values of 
two or more pixels in the original image, the two or more 
pixels selected based on the determined coordinates. 
0108. A method may comprise determining, by a proces 
Sor circuit, a composite rotation matrix for a camera array 
comprising a plurality of cameras, determining a composite 
intrinsic parameter matrix for the camera array, and comput 
ing one or more rectification maps for the camera array based 
on the composite rotation matrix and the composite intrinsic 
parameter matrix, each of the one or more rectification maps 
corresponding to one of the plurality of cameras. 
0109 Such a method may comprise determining a com 
posite orientation of the camera array according to a reference 
coordinate system based on a plurality of reference coordi 
nates indicating the locations of a plurality of optical centers 
according to the reference coordinate system, each of the 
plurality of optical centers corresponding to a particular one 
of the plurality of cameras, and determining the composite 
rotation matrix for the camera array based on a difference 
between the composite orientation and a reference direction 
in the reference coordinate system. 
0110. With respect to such a method, the camera array may 
comprise a two-dimensional (2D) camera array, and deter 
mining the composite rotation matrix of the camera array may 
comprise fitting a plane to the plurality of optical centers 
based on the plurality of reference coordinates, fitting one or 
more lines to the plurality of optical centers, each of the one 
or more lines located in the plane and either parallel to or 
perpendicular to each other line among the one or more lines, 
defining the composite orientation of the camera array as a 
direction in the reference coordinate system that is perpen 
dicular to the plane, and defining an array coordinate system 
based on the one or more lines and the composite orientation 
of the camera array. 
0111. With respect to such a method, the camera array may 
comprise a linear camera array, and determining the compos 
ite orientation of the camera array may comprise fitting a line 
to the plurality of optical centers based on the plurality of 
reference coordinates and defining the composite orientation 
of the camera array as a direction in the reference coordinate 
system that is perpendicular to the line. 
0112 Such a method may comprise determining an indi 
vidual rotation matrix and an individual intrinsic parameter 
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matrix for each of the plurality of cameras and computing a 
rectification map corresponding to one of the plurality of 
cameras based on the composite rotation matrix and the com 
posite intrinsic parameter matrix and on an individual rotation 
matrix and an individual intrinsic parameter matrix for the 
one of the plurality of cameras. 
0113 Such a method may comprise determining the com 
posite intrinsic parameter matrix by determining an average 
of the individual intrinsic parameter matrices for each of the 
plurality of cameras. 
0114. A system may comprise a processor circuit, a cam 
era array comprising a plurality of cameras, and an imaging 
management module operative on the processor circuit to 
determine a composite rotation matrix for the camera array, 
determine a composite intrinsic parameter matrix for the 
camera array, and compute one or more rectification maps for 
the camera array based on the composite rotation matrix and 
the composite intrinsic parameter matrix, each of the one or 
more rectification maps corresponding to one of the plurality 
of cameras. 
0115 With respect to such a system, the imaging manage 
ment module may be operative on the processor circuit to 
determine a composite orientation of the camera array 
according to a reference coordinate system based on a plural 
ity of reference coordinates indicating the locations of a plu 
rality of optical centers according to the reference coordinate 
system, each of the plurality of optical centers corresponding 
to a particular one of the plurality of cameras, and determine 
the composite rotation matrix for the camera array based on a 
difference between the composite orientation and a reference 
direction in the reference coordinate system. 
0116. With respect to such a system, the imaging manage 
ment module may be operative on the processor circuit to fit 
a plane to the plurality of optical centers based on the plurality 
of reference coordinates, fit one or more lines to the plurality 
of optical centers, each of the one or more lines located in the 
plane and either parallel to or perpendicular to each other line 
among the one or more lines, define the composite orientation 
of the camera array as a direction in the reference coordinate 
system that is perpendicular to the plane, and define an array 
coordinate system based on the one or more lines and the 
composite orientation of the camera array. 
0117. With respect to such a system, the imaging manage 
ment module may be operative on the processor circuit to 
determine an individual rotation matrix and an individual 
intrinsic parameter matrix for each of the plurality of cameras 
and compute a rectification map corresponding to one of the 
plurality of cameras based on the composite rotation matrix 
and the composite intrinsic parameter matrix and on an indi 
vidual rotation matrix and an individual intrinsic parameter 
matrix for the one of the plurality of cameras. 
0118 Numerous specific details have been set forth herein 
to provide a thorough understanding of the embodiments. It 
will be understood by those skilled in the art, however, that the 
embodiments may be practiced without these specific details. 
In other instances, well-known operations, components, and 
circuits have not been described in detailso as not to obscure 
the embodiments. It can be appreciated that the specific struc 
tural and functional details disclosed herein may be represen 
tative and do not necessarily limit the scope of the embodi 
mentS. 

0119) Some embodiments may be described using the 
expression “coupled and “connected along with their 
derivatives. These terms are not intended as synonyms for 
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each other. For example, some embodiments may be 
described using the terms “connected” and/or “coupled to 
indicate that two or more elements are in direct physical or 
electrical contact with each other. The term “coupled, how 
ever, may also mean that two or more elements are not in 
direct contact with each other, but yet still co-operate or 
interact with each other. 

I0120 Unless specifically stated otherwise, it may be 
appreciated that terms such as “processing.” “computing.” 
"calculating,” “determining,” or the like, refer to the action 
and/or processes of a computer or computing system, or 
similar electronic computing device, that manipulates and/or 
transforms data represented as physical quantities (e.g., elec 
tronic) within the computing system's registers and/or 
memories into other data similarly represented as physical 
quantities within the computing system's memories, registers 
or other such information storage, transmission or display 
devices. The embodiments are not limited in this context. 

0.121. It should be noted that the methods described herein 
do not have to be executed in the order described, or in any 
particular order. Moreover, various activities described with 
respect to the methods identified herein can be executed in 
serial or parallel fashion. 
0.122 Although specific embodiments have been illus 
trated and described herein, it should be appreciated that any 
arrangement calculated to achieve the same purpose may be 
substituted for the specific embodiments shown. This disclo 
Sure is intended to cover any and all adaptations or variations 
of various embodiments. It is to be understood that the above 
description has been made in an illustrative fashion, and nota 
restrictive one. Combinations of the above embodiments, and 
other embodiments not specifically described herein will be 
apparent to those of skill in the art upon reviewing the above 
description. Thus, the scope of various embodiments includes 
any other applications in which the above compositions, 
structures, and methods are used. 
I0123. It is emphasized that the Abstract of the Disclosure 
is provided to comply with 37 C.F.R.S 1.72(b), requiring an 
abstract that will allow the reader to quickly ascertain the 
nature of the technical disclosure. It is submitted with the 
understanding that it will not be used to interpret or limit the 
Scope or meaning of the claims. In addition, in the foregoing 
Detailed Description, it can be seen that various features are 
grouped together in a single embodiment for the purpose of 
streamlining the disclosure. This method of disclosure is not 
to be interpreted as reflecting an intention that the claimed 
embodiments require more features than are expressly recited 
in each claim. Rather, as the following claims reflect, inven 
tive Subject matter lies in less than all features of a single 
disclosed embodiment. Thus the following claims are hereby 
incorporated into the Detailed Description, with each claim 
standing on its own as a separate preferred embodiment. In 
the appended claims, the terms “including and “in which 
are used as the plain-English equivalents of the respective 
terms “comprising and “wherein, respectively. Moreover, 
the terms “first.” “second, and “third,' etc. are used merely as 
labels, and are not intended to impose numerical require 
ments on their objects. 
0.124. Although the subject matter has been described in 
language specific to structural features and/or methodologi 
cal acts, it is to be understood that the subject matter defined 
in the appended claims is not necessarily limited to the spe 
cific features or acts described above. Rather, the specific 
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features and acts described above are disclosed as example 
forms of implementing the claims. 

1. At least one machine-readable medium comprising a 
plurality of instructions that, in response to being executed on 
a computing device, cause the computing device to: 

determine a composite rotation matrix for a camera array 
comprising a plurality of cameras; 

determine a composite intrinsic parameter matrix for the 
camera array; and 

compute one or more rectification maps for the camera 
array based on the composite rotation matrix and the 
composite intrinsic parameter matrix, each of the one or 
more rectification maps corresponding to one of the 
plurality of cameras. 

2. The at least one machine-readable medium of claim 1, 
comprising instructions that, in response to being executed on 
the computing device, cause the computing device to: 

determine a composite orientation of the camera array 
according to a reference coordinate system based on a 
plurality of reference coordinates indicating the loca 
tions of a plurality of optical centers according to the 
reference coordinate system, each of the plurality of 
optical centers corresponding to a particular one of the 
plurality of cameras; and 

determine the composite rotation matrix for the camera 
array based on a difference between the composite ori 
entation and a reference direction in the reference coor 
dinate system. 

3. The at least one machine-readable medium of claim 2, 
the camera array comprising a two-dimensional (2D) camera 
array, determining the composite orientation of the camera 
array comprising: 

fitting a plane to the plurality of optical centers based on the 
plurality of reference coordinates; and 

defining the composite orientation of the camera array as a 
direction in the reference coordinate system that is per 
pendicular to the plane. 

4. The at least one machine-readable medium of claim 3, 
comprising instructions that, in response to being executed on 
the computing device, cause the computing device to: 

fit one or more lines to the plurality of optical centers, each 
of the one or more lines located in the plane and either 
parallel to or perpendicular to each other line among the 
one or more lines; and 

define an array coordinate system based on the one or more 
lines and the composite orientation of the camera array. 

5. The at least one machine-readable medium of claim 2, 
the camera array comprising a linear camera array, determin 
ing the composite orientation of the camera array comprising: 

fitting a line to the plurality of optical centers based on the 
plurality of reference coordinates; and 

defining the composite orientation of the camera array as a 
direction in the reference coordinate system that is per 
pendicular to the line. 

6. The at least one machine-readable medium of claim 1, 
comprising instructions that, in response to being executed on 
the computing device, cause the computing device to deter 
mine an individual rotation matrix and an individual intrinsic 
parameter matrix for each of the plurality of cameras. 

7. The at least one machine-readable medium of claim 6, 
comprising instructions that, in response to being executed on 
the computing device, cause the computing device to com 
pute a rectification map corresponding to one of the plurality 
of cameras based on the composite rotation matrix and the 
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composite intrinsic parameter matrix and on an individual 
rotation matrix and an individual intrinsic parameter matrix 
for the one of the plurality of cameras. 

8. The at least one machine-readable medium of claim 1, 
comprising instructions that, in response to being executed on 
the computing device, cause the computing device to deter 
mine the composite intrinsic parameter matrix by determin 
ing an average of the individual intrinsic parameter matrices 
for each of the plurality of cameras. 

9. The at least one machine-readable medium of claim 1, 
comprising instructions that, in response to being executed on 
the computing device, cause the computing device to generate 
a rectified image by rectifying an original image captured by 
one of the plurality of cameras using a rectification map 
corresponding to the one of the plurality of cameras. 

10. The at least one machine-readable medium of claim 9, 
comprising instructions that, in response to being executed on 
the computing device, cause the computing device to: 

determine coordinates in the original image that corre 
spond to a pixel in the rectified image; and 

determine a pixel value for the pixel in the rectified image 
by interpolating pixel values of two or more pixels in the 
original image, the two or more pixels selected based on 
the determined coordinates. 

11. An apparatus, comprising: 
a processor circuit; and 
an imaging management module operative on the proces 

sor circuit to: 
determine a composite rotation matrix for a camera 

array comprising a plurality of cameras; 
determine a composite intrinsic parameter matrix for the 

camera array; and 
compute one or more rectification maps for the camera 

array based on the composite rotation matrix and the 
composite intrinsic parameter matrix, each of the one 
or more rectification maps corresponding to one of the 
plurality of cameras. 

12. The apparatus of claim 11, the imaging management 
module operative on the processor circuit to: 

determine a composite orientation of the camera array 
according to a reference coordinate system based on a 
plurality of reference coordinates indicating the loca 
tions of a plurality of optical centers according to the 
reference coordinate system, each of the plurality of 
optical centers corresponding to a particular one of the 
plurality of cameras; and 

determine the composite rotation matrix for the camera 
array based on a difference between the composite ori 
entation and a reference direction in the reference coor 
dinate system. 

13. The apparatus of claim 12, the camera array comprising 
a two-dimensional (2D) camera array, the imaging manage 
ment module operative on the processor circuit to: 

fit a plane to the plurality of optical centers based on the 
plurality of reference coordinates; and 

define the composite orientation of the camera array as a 
direction in the reference coordinate system that is per 
pendicular to the plane. 

14. The apparatus of claim 13, the imaging management 
module operative on the processor circuit to: 

fit one or more lines to the plurality of optical centers, each 
of the one or more lines located in the plane and either 
parallel to or perpendicular to each other line among the 
one or more lines; and 
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define an array coordinate system based on the one or more 
lines and the composite orientation of the camera array. 

15. The apparatus of claim 12, the camera array comprising 
a linear camera array, the imaging management module 
operative on the processor circuit to: 

fit a line to the plurality of optical centers based on the 
plurality of reference coordinates; and 

define the composite orientation of the camera array as a 
direction in the reference coordinate system that is per 
pendicular to the line. 

16. The apparatus of claim 11, the imaging management 
module operative on the processor circuit to determine an 
individual rotation matrix and an individual intrinsic param 
eter matrix for each of the plurality of cameras. 

17. The apparatus of claim 16, the imaging management 
module operative on the processor circuit to compute a rec 
tification map corresponding to one of the plurality of cam 
eras based on the composite rotation matrix and the compos 
ite intrinsic parameter matrix and on an individual rotation 
matrix and an individual intrinsic parameter matrix for the 
one of the plurality of cameras. 

18. The apparatus of claim 11, the imaging management 
module operative on the processor circuit to determine the 
composite intrinsic parameter matrix by determining an aver 
age of the individual intrinsic parameter matrices for each of 
the plurality of cameras. 

19. The apparatus of claim 11, the imaging management 
module operative on the processor circuit to generate a recti 
fied image by rectifying an original image captured by one of 
the plurality of cameras using a rectification map correspond 
ing to the one of the plurality of cameras. 

20. The apparatus of claim 19, the imaging management 
module operative on the processor circuit to: 

determine coordinates in the original image that corre 
spond to a pixel in the rectified image; and 

determine a pixel value for the pixel in the rectified image 
by interpolating pixel values of two or more pixels in the 
original image, the two or more pixels selected based on 
the determined coordinates. 

21. A method, comprising: 
determining, by a processor circuit, a composite rotation 

matrix for a camera array comprising a plurality of cam 
eras; 

determining a composite intrinsic parameter matrix for the 
camera array; and 

computing one or more rectification maps for the camera 
array based on the composite rotation matrix and the 
composite intrinsic parameter matrix, each of the one or 
more rectification maps corresponding to one of the 
plurality of cameras. 

22. The method of claim 21, comprising: 
determining a composite orientation of the camera array 

according to a reference coordinate system based on a 
plurality of reference coordinates indicating the loca 
tions of a plurality of optical centers according to the 
reference coordinate system, each of the plurality of 
optical centers corresponding to a particular one of the 
plurality of cameras; and 

determining the composite rotation matrix for the camera 
array based on a difference between the composite ori 
entation and a reference direction in the reference coor 
dinate system. 
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23. The method of claim 22, the camera array comprising a 
two-dimensional (2D) camera array, determining the com 
posite rotation matrix of the camera array comprising: 

fitting a plane to the plurality of optical centers based on the 
plurality of reference coordinates; 

fitting one or more lines to the plurality of optical centers, 
each of the one or more lines located in the plane and 
either parallel to or perpendicular to each other line 
among the one or more lines; 

defining the composite orientation of the camera array as a 
direction in the reference coordinate system that is per 
pendicular to the plane; and 

defining an array coordinate system based on the one or 
more lines and the composite orientation of the camera 
array. 

24. The method of claim 22, the camera array comprising a 
linear camera array, determining the composite orientation of 
the camera array comprising: 

fitting a line to the plurality of optical centers based on the 
plurality of reference coordinates; and 

defining the composite orientation of the camera array as a 
direction in the reference coordinate system that is per 
pendicular to the line. 

25. The method of claim 21, comprising: 
determining an individual rotation matrix and an individual 

intrinsic parameter matrix for each of the plurality of 
cameras; and 

computing a rectification map corresponding to one of the 
plurality of cameras based on the composite rotation 
matrix and the composite intrinsic parameter matrix and 
on an individual rotation matrix and an individual intrin 
sic parameter matrix for the one of the plurality of cam 
CaS. 

26. The method of claim 21, comprising determining the 
composite intrinsic parameter matrix by determining an aver 
age of the individual intrinsic parameter matrices for each of 
the plurality of cameras. 

27. A system, comprising: 
a processor circuit; 
a camera array comprising a plurality of cameras; and 
an imaging management module operative on the proces 

Sor circuit to: 
determine a composite rotation matrix for the camera 

array; 
determine a composite intrinsic parameter matrix for the 

camera array; and 
compute one or more rectification maps for the camera 

array based on the composite rotation matrix and the 
composite intrinsic parameter matrix, each of the one 
or more rectification maps corresponding to one of the 
plurality of cameras. 

28. The system of claim 27, the imaging management 
module operative on the processor circuit to: 

determine a composite orientation of the camera array 
according to a reference coordinate system based on a 
plurality of reference coordinates indicating the loca 
tions of a plurality of optical centers according to the 
reference coordinate system, each of the plurality of 
optical centers corresponding to a particular one of the 
plurality of cameras; and 

determine the composite rotation matrix for the camera 
array based on a difference between the composite ori 
entation and a reference direction in the reference coor 
dinate system. 
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29. The system of claim 28, the imaging management 
module operative on the processor circuit to: 

fit a plane to the plurality of optical centers based on the 
plurality of reference coordinates: 

fit one or more lines to the plurality of optical centers, each 
of the one or more lines located in the plane and either 
parallel to or perpendicular to each other line among the 
one or more lines; 

define the composite orientation of the camera array as a 
direction in the reference coordinate system that is per 
pendicular to the plane; and 

define an array coordinate system based on the one or more 
lines and the composite orientation of the camera array. 

30. The system of claim 27, the imaging management 
module operative on the processor circuit to: 

determine an individual rotation matrix and an individual 
intrinsic parameter matrix for each of the plurality of 
cameras; and 

compute a rectification map corresponding to one of the 
plurality of cameras based on the composite rotation 
matrix and the composite intrinsic parameter matrix and 
on an individual rotation matrix and an individual intrin 
sic parameter matrix for the one of the plurality of cam 
CaS. 


