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Instructor(s)
COURSE HOME < Prof. Dennis Freeman
MIT Course Number
SYLLABUS 3 > 6003
6.003 ‘ As Taught In
Fall 2011
CALENDAR
S 1 | d S t Level
|g n a S a n yS ems Undergraduate
READINGS . .
modeling — analysis — design
LECTURE NOTES
Course logo for 6.003, highlighting the main themes of the course.
LECTURE VIDEOS (Figure by Prof. Dennis Freeman.)
ASSIGNMENTS Course Features
> Video lectures > Subtitles/transcript
EXAMS > Online textbooks > Lecture notes
> Assignments: problem sets with solutions > Exams and solutions
DOWNLOAD COURSE Course Description
MATERIALS

6.003 covers the fundamentals of signal and system analysis, focusing on representations of
discrete-time and continuous-time signals (singularity functions, complex exponentials and
geometrics, Fourier representations, Laplace and Z transforms, sampling) and representations of
linear, time-invariant systems (difference and differential equations, block diagrams, system
functions, poles and zeros, convolution, impulse and step responses, frequency responses)
Applications are drawn broadly from engineering and physics, including feedback and control,
communications, and signal processing

The corresponding readings in the S&S book and relevant topics. The detailed contents are in the
other file.



Discrete-time (DT) systems

Chapters 1-4 of supplementary notes

Continuous-time (CT) systems

1.0-1.5, 2.4-2.5

Laplace transforms 9.1-9.10
Z transforms 10.1-10.10
Convolution 2.0-2.6

Frequency response

3.10, 6.0-6.2.3, 6.5-6.5.3

Feedback Hil{0=11E 2
CT Fourier series 3.0-3.5.9
CT Fourier transform 4.0-4.8

DT Fourier series 3.6-3.12
DT Fourier transform 5.0=5.9
Sampling 7.0-7.6
Modulation 8.0-8.9




1. Convolution

location: lecture 8
The lecture uses an example and helps illustrate the definition with step-by-step analysis. In
summary, the definition is:

Convolution

Response of an LTI system to an arbitrary input.

xln] —{ LTI [ ln]

y[n] = Z z[k]h[n — k] = (z % h)[n]

k=—00

This operation is called convolution.

Notation

Convolution is represented with an asterisk.
oC

Z z[k]h[n — k] = (z = h)[n]

k=—00

It is customary (but confusing) to abbreviate this notation:

(z * h)[n] = z[n] x h[n]

Suggested HW problems: HWS P1, P2, P3.



2. System functions/Impulse response

Location: lecture 5.

The following map illustrates the relationship between different representations clearly.

Concept Map: Discrete-Time Systems

Relations among representations.

Block Diagram * * System Functional
X~O——@ v v ,
oL o~ L
Unit-Sample Response
h[n] : 1,1,2,3,5,8,13,21, 34,55, ...
Difference Equation System Function
-— Y(Z) 22
y[n] = z[n] + y[n—1] + y[n—2] H(z) = XG) - F—-1

Following the definitions for Z transform, there are many examples with solutions to help better

understand the system function.

Location: lecture 4.
Steps leading to impulse response is in ‘Elementary Building-Block Signals’ from lecture 4 starting

page 14. The unit-impulse signal acts as a pulse with unit area but zero width.

Suggested HW problems: HW4 P5; HW2 P5; Fall 2011 Quiz #1 P2; Quiz #1 (Spring 2010) P2



3. Laplace transform and properties

Location: lecture 6

Concept Map for Continuous-Time Systems

Corresponding concept for CT is the Laplace Transform.

Block Diagram System Functional

T -
L@ 1@ X 2+43A+ A2

Impulse Response
h(t) = 2(e™t/2 — et u(t)

Laolac‘e\ transform
A

Differential Equation System Function
. oo _ Y(s)
2§(t) + 3y(t) + y(t) = 2(t) XG) - 3213551

Topics covered: Definition; Regions of Convergence; Time-Domain Interpretation of ROC;

Properties of Laplace Transforms.

Properties of Laplace Transforms

Usefulness of Laplace transforms derives from its many properties.

Property z(t) X(s) ROC
Linearity axy(t) + b.l‘z(t) aXq(s)+ bXZ(G) D (RiNRy)
Delay by T z(t—T) X(s)e T R
Multiply by ¢ ta(t) —d";(s) R
S
Multiply by e—t z(t)e ! X(s+a) shift R by —a
Differentiate in ¢ dfi(:) sX(s) OR
t
Integrate in ¢ / z(7)dr X(s) o) (Rr‘l (Re(s)>0))
e s
o0
Convolve in t / z1(T)z2(t — 7)dT  X1(5)X2(s) D (R1NRy)
—00

and many others!

Suggested HW problems: HW4 P1; Fall 2011 Quiz #1 P3; Quiz #1 (Spring 2010) P3



4. Frequency response/Bode plots

Location: lecture 9
Summary: frequency response is a different way to characterize a system.
Topics covered: Eigenfunctions; Complex Exponentials; Rational System Functions; Vector

Diagrams; Frequency Response; Conjugate Symmetry.

Location: lecture 11
For detailed explanation and examples, please refer to the original lecture slides.

Bode Plot

The log of the magnitude is a sum of logs.
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Bode Plot

The angle of a product is the sum of the angles.
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The angle of K can be 0 or 7 for systems described by linear differ-
ential equations with constant, real-valued coefficients.

|H (jw)|[dB]= 20log;q |H (jw)|

Suggested HW problems: HW7 P2



5. Pole-zero plots

Location: lecture 3, 5.
Definition for poles are in lecture 3, (starting from page 23), followed by several example.

Also, on lecture 5 page 24-25, there are definitions abut poles and zeros, followed by examples for

pole-zero plots.

Rational Polynomials

Applying the fundamental theorem of algebra and the factor theo-
rem, we can express the polynomials as a product of factors.

apz* + a1zF 1 +ag2k-2 ...

H(z) = by T+ by 21 ..

— 2k)
—Pk)

[ S

where the roots are called poles and zeros.

Suggested HW problems: HW3 P5; HW4 P3



