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Introduction




Graph Based Object Segmentation

G ={V,E)

V: graph nodes Image = { pixels }
E: edges connection nodes Pixel similarity

Segmentation = Graph partition




Pixel Affinity graph

Pixel Similarity based on Intensity Edges
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oriented filter pairs edge magnitudes







Normalized Cut As Generalized Eigenvalue problem

maximize (X)) = 1% Z —
Program PNCX: =

subject to X € {0, 1} MR X e = 1.

| 1 , |
maximize (2) = Ttr(Z "'wz)
\

Relaxed to program PNCZ:

subject to Z'DZ = I.




How big connection radius?




BAD AND GOOD
EIGENVECTORS

s L~

o =3 r=14




ACCURACY VERSUS
COMPUTATION TIME

peses  numMber of iterations
mmmmm  computation time




MULTISCALE
AFFINITY MATRIX

AND LAYER
CONSTRAINTS




Long range connections
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Statistics of W on natural images
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(a) Ave[W(i,j)] (b) Var[W(i.j)] (d) Log(VarW(r))




Multiscale graph decomposition

Scale 1:




Multi-scale graph decomposition

Original graph weight:
O(N"2)

Multi-scale graph weights:
O(N)




MULTISCALE MATRIX

W1




AVERAGE MATRIX

row number i :
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AVERAGE MATRIX




Con-current partitioning of Multi-scale graph




MULTISCALE REPRESENTATION
AND CONSTRAINTS

c(1,2) -1d




PROBLEM

maximize £(X )

subject to X € {0, 1}}{}{}{, Xlx =1y

CX =0




MAXIMIZING ENERGY
e(X)=X WX+ XWX+ 2 XCX,

W1 c(1,2)"

W2




maximize £(X )

subject to X € {0, 1}}{}{}{, Xlx =1y

CX =0




Cross scale constraints

Scale2:

Scale1:




LAYER 2

Constraints propagation (C)

Affinity connections (W)
radius 1




RELAXED PROBLEM

1
maximize £(Z) = EU(ZTU Z)

subject to




P = D 3WD~3 be the normalized affinity ma-
trix, and () be the projector onto the feasible solution
space:

Q=I1-DzcT(cp'c")y"'cD 2. (17)

Let V. = (Vi,...,Vk) be the first K eigenvectors of ma-
trix| QPQ. [Then the solutions to Eq. (15) are given by scal-
ing any rotation of the K eigenvectors V' = (V, ..., Vi ):

arg max e(Z) = {_D_%VR :Re O(K)}. (18)



P = D :WD~z be the normalized atfinity ma-
trix, and () be the projector onto the feasible solution

Space. Can be done in O(N) operations.

Q=I1-D"3CT

(GD—lcT)—l
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Let V = (Vi,...,Vk) be the first K eigenvectors of ma-
trix QPQ. Then the solutions to Eq. (15) are given by scal-
ing any rotation of the K eigenvectors V' = (V, ..., Vi ):

argmax £(Z) = {_D_%VR :Re O(K)}. (18)
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Computational speed up
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RESULTS




Image Fine Scale




Segmentation w







EXAMPLES
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LELLIRETY:
RALEELNTTT




EXAMPLES
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