Abstract—We consider the problem of optimal power allocation in wireless fading channels. Due to interference, this problem is non-convex and challenging to solve exactly. The resemblance of this problem to a statistical loss problem motivates the use of a learning parameterization of the power allocation function. In particular, we use deep neural networks (DNNs) to represent the power allocation and develop a primal-dual learning method to train the weights of the DNN. Because the channel and capacity models may not be known in practice, we extend the learning algorithm to permit stochastic online operation, in which gradients are approximated by sampling. We demonstrate the learning algorithm to permit stochastic online operation, in which gradients are approximated by sampling. We demonstrate in a series of numerical simulations the performance of the proposed online primal-dual learning method in training a DNN-parameterization relative to a well-known heuristic benchmark.
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I. INTRODUCTION

We consider the problem of power allocation across a wireless random fading channel. The goal is to design a power allocation policy across a series of transmitters that takes into account the instantaneous fading state. Optimal design requires the resources be allocated in such a way that maximizes a utility of the expected capacity across the random channel. Problems of this form range from the simple power allocation in wireless fading channels to the optimization of frequency division multiplexing [1], beamforming [2], [3], and random access [4], [5]. Perhaps the most prevalent of such resource allocation problems considers the problem of allocating power across multiple transmitter/receiver pairs in an interference channel.

The optimal power allocation problem when considering interference is generally very challenging to solve. Not only is it non-convex, but also requires optimization of an infinite dimensional variable. Moreover, more sophisticated formulations of this problem, such as those that consider fairness criteria, are subject to additional constraints in the optimization problem. Some simpler cases of this problem can be solved in the Lagrangian dual domain due to an inherent lack of duality gap in the problem [6], [7]. This permits dual domain operation in a wide class of resource allocation problems [8]–[12]. For the power management problem in an interference channel, specific heuristic methods have been developed over the years to find approximate solutions [13]–[17]. The WMMSE [13] is, in particular, commonly used in practice.

As an alternative to model-based heuristics, machine learning techniques have been applied to this problem. Some approaches use existing heuristics to construct a training set of labelled solutions, against which they can train a deep neural network to approximate the heuristic method directly [19]–[21]. This limits the performance of the learning solution to the performance of the heuristic, though the methodology has proven to work well at least in some particular problems. Rather than construct a training set, one could parameterize the power allocation policy directly using a neural network or other sophisticated learning model and train with respect to a given performance criteria. This setting is typical of, e.g., reinforcement learning problems [22], and is a learning approach that has been taken in several unconstrained problems in wireless resource allocation [23]. However, such approaches are not directly applicable when constraints are added, but may be augmented by adding a simple penalty function to the reward objective [24].

We begin the paper by formulating the problem of optimal power allocation in a wireless fading channel with interference (Section II). We generalize the classical formulation by considering a potentially unknown capacity function as well as additional constraints on the average capacity. We transform this problem to a constrained regression problem by parameterizing the power allocation policy with a deep neural network (DNN) (Section II-A). We derive an unconstrained reformulation of this problem through the Lagrangian dual problem, with which we develop a primal-dual learning algorithm (Section III). Because capacity and channel models are not necessarily known, we present an online implementation that estimates the gradients through sampling the channel (Section III-A). Finally, we present numerical simulations that compare the performance of the online learning method relative to a benchmark heuristic method (Section IV).

II. OPTIMAL POWER MANAGEMENT

Consider a series of $m$ transmitter/receiver pairs and let $\mathbf{h} \in \mathcal{H} \subseteq \mathbb{R}_+^{m^2}$ be a matrix of random variables representing the collection of $m^2$ stationary wireless fading channels drawn according to the probability distribution $m(\mathbf{h})$. Each element $h_{ij}$ reflects the fading interference channel between transmitter $i$ and receiver $j$, while $h_{ii}$ represents the direct link channel between transmitter and receiver $i$. Associated with each fading channel realization, we have a power allocation variable $p(i) \in \mathbb{R}$ and a capacity function...
The power allocation is divided into \( m \) components \( p(h) = [p_1(h); \ldots; p_m(h)] \), where \( p_i(h) \) is the power allocated to transmitter \( i \). In the case of fast fading channels, the system allocates resources instantaneously but users experience the average performance across fading channel realizations. This motivates considering the vector ergodic average \( x = \mathbb{E}[f(p(h), h)] \in \mathbb{R}^m \), which, for formulating optimal wireless design problems, is relaxed to the inequality

\[
x \leq \mathbb{E}[f(p(h), h)].
\]  

The goal in optimal power management is to find the instantaneous power allocation \( p(h) \) that optimizes a weighted summation of the capacity experienced by all receivers. In general, it is known for a standard AWGN interference channel with noise variance \( \sigma^2 \), that the capacity of receiver \( i \) can be written as \( f_i(p(h), h) = \log(1 + \text{SNIR}_i) \), where \( \text{SNIR}_i \) represents the signal to noise plus interference ratio experienced by receiver \( i \). This term is typically modeled as \( \text{SNIR}_i = \frac{|h_{ii}|^2 p_i(h)}{\sigma^2 + \sum_{j \neq i} |h_{ij}|^2 p_j(h)} \). The constrained weighted maximization problem can then be written as

\[
P^* := \max_{p(h), x} w^T x, \\
s.t. \quad x_i \leq \log \left( 1 + \frac{|h_{ii}|^2 p_i(h)}{\sigma^2 + \sum_{j \neq i} |h_{ij}|^2 p_j(h)} \right) \forall i, \\
g(x) \geq 0, \quad p(h) \in [0, p_{\text{max}}]^m.
\]  

In (2), introduce the set of positive weights \( w \geq 0 \) associated with each pair and a maximum transmit power \( p_{\text{max}} \). We further introduce a generic set of constraint \( g(x) \) that can be placed on the system. These constraints may reflect, for instance, a minimum average capacity for all users to achieve in the power allocation policy. The inclusion of such constraints is not standard in these problems, but we include them here for full generality so that the proposed learning method can be applied in such augmented problems. Finally, we note that while an analytic expression for the interference capacity is given in (2), this is only an idealistic model and the true value of the capacity \( f(p(h), h) \) or the channel distribution \( m(h) \) may not be known in practice. Later in this paper we discuss how this term can be estimated within the online learning method.

### A. Deep learning parameterization

The problem in (2), which formally characterizes the optimal power allocation policies in a constrained interference channel, is generally a very difficult optimization problem. The problem itself is non-convex and therefore cannot be solved exactly. Moreover, from a computational standpoint, the problem in (2) is challenging to operate on due to both the infinite dimensionality of the power allocation variable \( p(h) \), as well as the inclusion of constraints. The approach taken in this work is one of learning, or more precisely, recognizing that the power management problem in (2) takes the particular form of a statistical learning—or regression—problem. Thus, our first step to reduce the dimensionality of the problem is to introduce a parametrization of the power allocation function. For some parameter \( \theta \in \mathbb{R}^q \) we introduce a learning model \( \phi(h, \theta) \), i.e.

\[
p(h) = \phi(h, \theta).
\]  

With this parametrization the ergodic constraint in (1) becomes

\[
x \leq \mathbb{E}[f(\phi(h, \theta), h)]
\]  

The optimization problem in (2) becomes one in which the optimization is over \( x \) and \( \theta \)

\[
P^*_\theta := \max_{\theta, x} w^T x, \\
s.t. \quad x_i \leq \log \left( 1 + \frac{|h_{ii}|^2 \phi_i(h, \theta)}{\sigma^2 + \sum_{j \neq i} |h_{ij}|^2 \phi_j(h, \theta)} \right) \forall i, \\
g(x) \geq 0, \quad \phi(h, \theta) \in [0, p_{\text{max}}]^m.
\]  

In (5), we restrict our attention to power allocation policies that can be represented with the form \( \phi(h, \theta) \) for some parameter vector \( \theta \). Since the optimization is now carried over the parameter \( \theta \in \mathbb{R}^q \) and the ergodic variable \( x \in \mathbb{R}^m \), the number of variables in (5) is \( q + m \) rather than infinite dimensionality of the problem in (2).

While the parameterization in (5) makes the problem easier in term of dimensionality, this comes at a loss of optimality because (5) restricts power allocation functions to adhere to a parametrization. The choice of parameterization and its ability to represent arbitrary functions is therefore important. In this work, we focus our attention on a widely-used learning parameterization called deep neural networks (DNN). The exact form of a particular DNN is described by what is commonly referred to as its architecture. The architecture consists of a prescribed number of layers, each of which consisting of a linear operation followed by a point-wise nonlinearity—also known as an activation function. In particular, consider a DNN with \( L \) layers, labelled \( l = 1, \ldots, L \) and each with a corresponding dimension \( q_l \). The layer \( l \) is defined by the linear operation \( W_l \in \mathbb{R}^{q_{l-1} \times q_l} \) followed by a non-linear activation function \( \sigma_l \) \( : \mathbb{R}^{q_l} \to \mathbb{R}^{q_l} \). Common choices of activation functions \( \sigma_l \) include a sigmoid function, a rectifier function (commonly referred to as ReLu), as well as a smooth approximation to the rectifier known as softplus. If layer \( l \) receives as an input from the \( l-1 \) layer \( w_{l-1} \in \mathbb{R}^{q_{l-1}} \), the resulting output \( w_l \in \mathbb{R}^{q_l} \) is then computed as \( w_l := \sigma_l(W_l w_{l-1}) \). The final output of the DNN, \( w_L \), is then related to the input \( w_0 \) by propagating through each layer of the DNN as \( w_L = \sigma_L(w_L, (\sigma_{L-1}(w_{L-1}, \ldots, (\sigma_1(w_1, w_0))))) \).

For the parameterized resource allocation problem in (5), the policy \( \phi(h, \theta) \) can be defined by an \( L \)-layer DNN as

\[
\phi(h, \theta) := \sigma_L(W_L, (\sigma_{L-1}(W_{L-1}, \ldots, (\sigma_1(W_1, w_0)))))
\]  

where \( \theta \in \mathbb{R}^q \) contains the entries of \( \{W_l\}_{l=1}^L \) with \( q = \sum_{l=1}^L q_l q_{l+1} \). To enforce the box constraint \( \phi(h, \theta) \in [0, p_{\text{max}}]^m \), we may set the last, or output, layer \( \sigma_L \) to output values in this region.
Deep neural networks are powerful parameterizations due to their well-known property of universality—in other words, they have the power to approximate any continuous function arbitrarily well as the layer size grown large [25]. This is a useful property as it gives reason to suspect that a DNN may provide a solution $P^\phi_\theta$ that is close to that of $P^\star$. Additionally, they are popular learning models because of the empirical evidence that suggests that, despite their non-convexity, they contain many strong local optima that can easily be found using gradient descent methods. The constrained formulation of the learning problem in [5] makes it impossible to apply gradient descent algorithms directly. Thus, in the next section we consider a dual formulation of [5] that naturally leads to such a gradient-based learning method.

**III. PRIMAL-DUAL LEARNING**

To solve [5], we must learn both the parameter $\theta$ and the ergodic average variables $x$ over a set of both convex and non-convex constraints. Doing so requires we reformulate [5] as an unconstrained optimization problem. This can be done by formulating and solving the Lagrangian dual problem. We introduce the nonnegative multiplier dual variables $\lambda \in \mathbb{R}^n_+$ and $\mu \in \mathbb{R}^n_+$, respectively associated with the constraints $x \leq \mathbb{E}[f(\phi(h, \theta), h)]$ and $g(x) \leq 0$. The Lagrangian of [5] is then written as

$$
\mathcal{L}_\phi(\theta, x, \lambda, \mu) := w^T x + \mu^T g(x) + \lambda^T \mathbb{E}[f(\phi(h, \theta), h)] - x
$$

With the Lagrangian so defined, we introduce the dual function $D_\phi(\lambda, \mu)$ as the maximum Lagrangian value attained over the so-called primal variables $x, \theta$, i.e.

$$
D_\phi(\lambda, \mu) := \max_{\theta, x} \mathcal{L}_\phi(\theta, x, \lambda, \mu).
$$

The dual function in (8) is a penalized version of [5] in which the constraints are not enforced but their violation is penalized by the Lagrangian terms $\mu^T g(x)$ and $\lambda^T \mathbb{E}[f(\phi(h, \theta), h)] - x$. This is distinct, however, from general penalty methods in that the dual weights $\lambda$ and $\mu$ are themselves treated as variables to optimize. This unconstrained formulation in (8) is analogous to conventional learning objectives and, as such, a problem that we can solve with conventional learning algorithms.

In particular, the dual problem is one in which we minimize the dual function in (8) over the dual variables, thus rending a min-max, or saddle point, optimization problem over the Lagrangian, i.e.

$$
D^*_\phi := \min_{\lambda, \mu \geq 0} \max_{\theta, x} \mathcal{L}_\phi(\theta, x, \lambda, \mu).
$$

The dual optimum $D^*_\phi$ is the best approximation we can have of $P^\phi_\theta$ when using (8) as a proxy for [5]. In fact, under some standard assumptions on the problem and assuming a sufficiently dense DNN architecture, we can formally bound the difference between $D^*_\phi$ and $P^\star$—see [25] for details on this result.

With the unconstrained saddle point problem in (9), we may perform standard gradient-based optimization methods to obtain solutions. In particular, we present a primal-dual optimization method, in which we perform gradient updates directly on both the primal and dual variables of the Lagrangian function in (7) to find a local stationary point of the KKT conditions of [5]. In particular, consider that we successively update both the primal variables $\theta, x$ and dual variables $\lambda, \mu$ over an iteration index $k$. At each index $k$ of the primal-dual method, we update the current primal iterates $\theta_k, x_k$ by adding the corresponding partial gradients of the Lagrangian in (7), i.e., $\nabla_\theta \mathcal{L}, \nabla_x \mathcal{L}$, i.e.

$$
\theta_{k+1} = \theta_k + \gamma_{\theta,k} \nabla_\theta f(\phi(h, \theta_k), h) \lambda_k,
$$

$$
x_{k+1} = x_k + \gamma_{x,k} (w + \nabla g(x_k)) \mu_k - x_k,
$$

where we introduce $\gamma_{\theta,k}, \gamma_{x,k} > 0$ as scalar step sizes. Likewise, we perform a gradient update on current dual iterates $\lambda_k, \mu_k$ in a similar manner—by subtracting the partial stochastic gradients $\nabla_\lambda \mathcal{L}, \nabla_\mu \mathcal{L}$ and projecting onto the positive orthant to obtain

$$
\lambda_{k+1} = [\lambda_k - \gamma_{\lambda,k} \mathbb{E}_k[f(\phi(h, \theta_k+1), h) - x_{k+1}]]^+, \quad (12)
$$

$$
\mu_{k+1} = [\mu_k - \gamma_{\mu,k} \mathbb{E}_k(x_{k+1})]_+^+, \quad (13)
$$

with associated step sizes $\gamma_{\lambda,k}, \gamma_{\mu,k} > 0$. The gradient primal-dual updates in (10)-(13) successively move the primal and dual variables towards maximum and minimum points of the Lagrangian function, respectively.

The primal-dual learning method presented above is a straightforward approach for learning the DNN parameter $\theta$ simultaneously with the dual parameters $\lambda$ and $\mu$. However, observe that the updates in (10) and (12) require knowledge of either the capacity function $f$ or the channel distribution $m(h)$, or both. While capacity models exist, such as the likelihood ratio property found in such functions to allow for practical channels. Moreover, models for $m(h)$ do not always hold well in practical channels. With that in mind, we may extend the primal-dual methods in (10) and (12) to handle stochastic online operation by sampling the achieved capacity and channel conditions throughout the training process.

A. Online learning

To develop the online learning method, consider that given any set of iterates and channel realization $\{\theta, h\}$, we can observe a noisy function values $\tilde{f}(h, \phi(h, \theta))$ by, say, passing test signal through the channel and measuring the capacity. These observations can be interpreted as unbiased estimates of the true function values. We can then replace the updates in (10) and (12) with gradient estimates using these on-line observations. The so-called policy gradient method exploits a likelihood ratio property found in such functions to allow for a simple gradient estimate. To derive the details of the policy gradient method, consider that a deterministic policy $\phi(h, \theta)$ can be approximated with a stochastic policy drawn from a distribution with a known density function $\pi(p)$ defined with a delta function. It can be shown that the Jacobian of the policy
Algorithm 1 Online Primal-Dual Learning

1: **Parameters:** Policy model \( \phi(h, \theta) \) and distribution form \( \pi_{h, \theta} \)
2: **Input:** Initial states \( \theta_0, x_{0}, \lambda_{0}, \mu_{0} \)
3: for \( k = 0, 1, 2, \ldots \) do \{main loop\}
4: Draw samples \( \{\hat{\theta}, \hat{h}\} \), or in batches of size \( B \)
5: Obtain random observation of function values \( \hat{f} \) at current and sampled iterates
6: Compute policy gradient estimate \( \nabla_{\theta} E_{h, \phi}(\hat{f}(\phi(h, \theta), h)) \) [c.f. (15)]
7: Update primal and dual variables
   \[
   \begin{align*}
   \theta_{k+1} &= \theta_k + \gamma \theta_k \nabla_{\theta} E_{h, \phi}(\hat{f}(\phi(h, \theta_k), h)) \lambda_k, \quad [c.f. (16)] \\
   x_{k+1} &= x_k + \gamma x_k (w + \nabla g(x_k) \mu_k - x_k), \quad [c.f. (11)] \\
   \lambda_{k+1} &= \left[ \lambda_k - \gamma \lambda_k \left( \hat{f}(\phi(h, \theta_{k+1}), \hat{h}) - x_{k+1} \right) \right]_+, \quad [c.f. (17)] \\
   \mu_{k+1} &= \left[ \mu_k - \gamma \mu_k g(x_{k+1}) \right]_+, \quad [c.f. (13)]
   \end{align*}
   \]
8: end for

Constraint function \( E_{h, \phi}(\hat{f}(\phi(h, \theta), h)) \) with respect to \( \theta \) can be rewritten using this density function as
\[
\nabla_{\theta} E_{h, \phi}(\hat{f}(\phi(h, \theta), h)) = E_{h, \phi}(f(p, h) \nabla_{\theta} \log \pi_{h, \theta}(p)^T), \quad (14)
\]
where \( p \) is a random variable drawn from distribution \( \pi_{h, \theta}(p) \)—see, e.g., [27]. Observe in (14) that the computation of the Jacobian reduces to a function evaluation multiplied by the gradient of the policy distribution \( \nabla_{\theta} \log \pi_{h, \theta}(p) \). By using the previous function observations, we can obtain the following policy gradient estimate,
\[
\nabla_{\theta} E_{h, \phi}(\hat{f}(\phi(h, \theta), h)) = \tilde{f}(\phi(h, \theta), h) \nabla_{\theta} \log \pi_{h, \theta}(\tilde{p})^T, \quad (15)
\]
where \( \tilde{p} \) is a sample drawn from the distribution \( \pi_{h, \theta}(p) \). Thus, we can replace the updates in (10) and (12) with the stochastic online updates
\[
\begin{align*}
\theta_{k+1} &= \theta_k + \gamma \theta_k \nabla_{\theta} E_{h, \phi}(\hat{f}(\phi(h, \theta_k), h)) \lambda_k, \quad (16) \\
\lambda_{k+1} &= \left[ \lambda_k - \gamma \lambda_k \left( \tilde{f}(\phi(h, \theta_{k+1}), \hat{h}) - x_{k+1} \right) \right]_+, \quad (17)
\end{align*}
\]
The complete online primal-dual learning algorithm is summarized in Algorithm 1

IV. Numerical Results

In this section, we perform simulation experiments to compare the performance of the policies learned via the primal-dual method with DNNs against the performance of the popular WMMSE heuristic [13] for solving the power management problem in (3). For the simulations performed, we employ a stochastic policy and implement the policy gradient described in Section III-A. In particular, we select the policy distribution \( \pi_{\theta, h} \) as a truncated Gaussian distribution. The truncated Gaussian distribution has fixed support on the domain \([0, P_{\text{max}}]\). The output layer of the DNN \( \phi(h, \theta) \in \mathbb{R}^{2m} \) is the set of \( m \) means and standard deviations to specify the respective truncated Gaussian distributions, i.e. \( \phi(h, \theta) := [\mu^1; \sigma^1; \mu^2; \sigma^2; \ldots; \mu^m; \sigma^m] \). Furthermore, to represent policies that are bounded on the support interval, the output of the last layer is fed into a scaled sigmoid function such that the mean lies in the area of support and the variance is no more than the square root of the support region. For updating the primal and dual variables, we sample channel conditions and capacity values with batch sizes of 64 samples per training iteration. The primal dual method is performed with an exponentially decaying step size for dual updates and the ADAM optimizer [29] for the DNN parameter update. Both updates start with a learning rate of 0.0005, while random channel conditions are generated with a Rayleigh distribution.

We learn a power allocation policy for a set of \( m = 8 \) pairs. For this setting, we construct a DNN architecture with two hidden layers, of size 32 and 16, respectively. In addition, each layer is given a ReLU activation function, i.e. \( \sigma(z) = |z| \). In Figure 1a we show the performance, or sum-capacity, achieved throughout the learning process of the DNN in comparison with the performance of the WMMSE heuristic. Observe that the DNN parameterization is indeed able to outperform WMMSE, achieving a sum-rate capacity of 1.6 after \( 3 \times 10^4 \) learning iterations. We point out that the number of learning iterations is only displayed here to demonstrate the learning time, but this does not effect the computational or sampling complexity of using the DNN in runtime.

The results of the simulations with \( m = 20 \) users is shown in Figure 1b. In this case, we construct a DNN architecture with two hidden layers, of size 64 and 32, respectively. Here, the DNN that is learned with the primal-dual method slightly outperforms the WMMSE algorithm. We note that, despite the small underperformance, the proposed method nonetheless does not presume any knowledge of the true capacity while also providing capabilities to add additional constraints on individual capacities. The WMMSE algorithm is not able to handle such cases. Overall, our simulation results demonstrate cases in which the DNN either outperforms, or get close to the performance of the existing heuristic approaches for solving the power management problem in wireless interference channels.

V. Conclusion

We considered the problem of optimal power allocation in a wireless fading channel with interference. We parameterize the power allocation with a deep neural network. The DNN is trained in the dual domain via a primal-dual learning method. When the system models are unknown, we extend the algorithm to permit online operation by using channel and capacity samples to construct policy gradient estimates. We perform numerical simulations that shows that the DNN learning method can achieve performance similar or better to that of the WMMSE heuristic method for solving power allocation problems.
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Fig. 1: Performance of the power allocation policy that is parameterized by a DNN and learned with the online primal-dual method in comparison to performance of the popular WMMSE algorithm with (left) $m = 8$ users and (right) $m = 20$ users. In the first case, the DNN parameterization outperforms WMMSE while slightly outperforms in the second case.